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Forensic speech science needs forensic phoneticians

Paul Folkes, Department of Language and Linguistic Science, University of York

KEYNOTE ABSTRACT

Forensic speech science (FSS) is a rapidly evolving field. The most prominent goal of FSS is to establish how individual
voices differ from one another. This is of vital importance in forensic speaker comparison cases, which typically require analysis
of a voice recorded during a crime (e.g. bomb threats) and comparison with the voice of a suspect (usually recorded in police
custody). Comparison of voices is far from straightforward, as anyone trained in phonetics will understand: the voice is highly
plastic, affected by many factors relating to the individual (e.g. speech style, health, emotion) and the environment (e.g.
background noise, telephone transmission). In short, no two speech samples are ever identical. Voice is therefore an imperfect
biometric; voices are certainly distinctive and act as a marker of identity, but, unlike DNA or fingerprints, there is nothing in a
voice that is indelible or immutable.

One consequence of this fact is that there is no single method for voice analysis that is universally adopted. Methods of
conducting voice analysis have evolved via two largely separate traditions. In Europe FSS is largely grounded on phonetics.
Standard analytic methods such as vowel formant and f0 analysis are applied to forensic recordings. In the US, by contrast, the
approach is largely informed by engineering and computer science, from which have developed automatic speaker recognition
(ASR) systems (similar technology is used for non-forensic purposes e.g. in speech operated tools such as Alexa). ASR
technology is making rapid advances, as is evident from its increasing presence in our everyday lives. In controlled experiments
ASR systems can now attain almost perfect performance in classifying voice samples by speaker.

However, ASR is not a perfect solution to FSS problems. In my view it never will be. There remain a number of difficulties in
using ASR in forensic cases. These include:

e Applicability. ASR is driven by commercial interests, not forensic ones. Even the best systems struggle to handle non-
standard speakers and speech, especially the kinds of materials typically available in forensic cases. These are often of poor
technical quality, involve speakers who are stressed or emotional, and there may be considerable variability within a speech
sample. Recordings may also be very short. These would therefore likely be rejected as unsafe for analysis in ASR systems.

e Transparency. ASR systems remain ‘black boxes’ — exceptional in performance, but with no one quite sure why. That is, it is
not clear how the features extracted via ASR systems map onto the concrete vocal and linguistic features understood by
phoneticians. What is it about the voice that is being picked out and classified as similar and unusual? This is an issue of
critical importance in the delivery of justice: it is a principle that evidence in a legal case must be fully transparent.

e Evaluation. A key step in forensic voice analysis, both by ASR and phoneticians, is that we must judge the typicality of the
observed features against a background population to assess whether the voice is unusual or unremarkable. This background
population is defined by the characteristics of the offender, i.e. the person whose identity is in question. We therefore face an
inevitable paradox: if the speaker’s identity is unknown, so is the population from which he or she is drawn. But ASR
systems tend to work with populations defined simply by place and language (e.g. ‘Swedish’, ‘UK English’).

1.
The two separate traditions of FSS have so far made only limited moves towards integration. In this talk I hope to show why

that integration is beneficial. Drawing on real case materials and empirical research I will argue that phonetic methods offer an
essential complement to ASR systems to address these three issues.

e Applicability. Phonetic methods can be used profitably with short or poor quality materials, and to identify the
sociolinguistic factors that need to be addressed to better train ASR systems.

e Transparency. Phonetics can help clarify how ASR results map to vocal features. Ongoing research explores the relationship
between (i) ASR features and phonetic features, and (ii) relative performance of ASR and phonetic analysis on the same
materials.

o Evaluation. Phonetic analysis is crucial in establishing the background population, including uncertainty over how to delimit
it.

In summary, I aim to show that, in an era of tremendous technical advance, forensic speech science still needs forensic
phoneticians.
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Developing prosody in typical and atypical
language acquisition

Sénia Frota, School of Arts and Humanities and Center of Linguistics, University of Lisbon

KEYNOTE ABSTRACT

Infants’ early sensitivity to the prosodic properties of speech is well documented, and has supported the view that infants are
equipped with an input processing mechanism initially tuned to prosodic information. In addition, prosody has been suggested to
bootstrap the learning of language. Although the precocious sensitivity to prosody and its potential to facilitate language acquisition
seem quite general, recent research has suggested that the early development of prosody appears to be crucially shaped by language
experience. Moreover, if infants’ perception of prosody is guided by language experience, it is fundamental to determine which and
how prosodic patterns/cues are attended to early on in development, and may thus provide useful information to scaffold language
learning. Typically and atypically developing infants may vary in their language experience, and it is largely unknown whether the
early development of prosody differs in these populations. Crucially, the potential of prosody to facilitate language learning in
atypical development is still to be determined.

Infants may utilize the prosodic property of stress to begin developing the ability to segment the speech signal into words and
phrases, and for word categorization. Intonation patterns, in turn, usually convey phrase level meanings, while also contributing to
speech chunking by signaling prosodic boundaries. I will present findings from a series of speech perception and word
segmentation experiments using eye gaze paradigms, focusing on the perception of stress and pitch patterns. The speech perception
and word segmentation abilities of monolingual European Portuguese-learning infants with no known risk for language
impairments (the typically developing group, TD) are examined and compared to those of infants and toddlers at-risk for language
impairments (namely, preterm birth and familial risk for autism or language disorder, the AR group), as well as to infants and
toddlers with Down Syndrome (the DS group). The results suggest different developmental paths for early word segmentation
across groups. The relation between the perception of stress and pitch patterns, and emerging word segmentation abilities is
explored to further our understanding of the role of prosody in typical and atypical language acquisition, with clinical implications
for remediation and intervention strategies.
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Revisiting second language pronunciation teaching
and assessment: Constructs, compatibilities,
contradictions, cross-fertilization

Talia Isaacs, IOE—UCL’s Faculty of Education and Society, University College London, UK

KEYNOTE ABSTRACT

Second language (L2) English pronunciation teaching and assessment research has undergone major shifts over the past few
decades. Pronunciation instructional goals and assessment targets have been revamped and rebranded, resulting in growing
prominence and uptake in applied research and classroom and assessment settings. However, with accuracy- and intelligibility-
focused constructs persisting, co-existing, and, in some cases, conflated, there are some unresolvable tensions and orientations that
it is worthwhile underscoring to raise awareness and as a small step toward fostering respect for, or at least tolerance of, different
research traditions within linguistics and applied linguistics and breaking disciplinary silos ([1]).

In the first part of this talk, I will argue for why considerations of construct validity in both low-stakes L2 pronunciation
research contexts, and high-stakes L2 speaking/listening assessment settings should be fundamental for all pronunciation research. I
will discuss sources of congruence and incongruence between key global constructs that are often used in pronunciation research,
also in relation to defining appropriate standards and benchmarks for L2 teaching and assessment. Technological innovations and
limitations and how that has shaped the focal construct by default, as compared to human-mediated and human-scored assessments,
will also be discussed. In the second part of the talk, from the perspective of a researcher actively collaborating with colleagues
researching methodological factors in health intervention research, I will reflect on what the field of L2 pronunciation can learn
from conventions and practices in evidence-based medicine to chart bold new research directions. To do this, I will draw on
relevant parts of Chalmers and Glasziou's categories ([2]) of avoidable “research waste” in biomedical research as a springboard for
discussing ways to promote greater research efficiency and quality in applied L2 pronunciation research. The primary focus is
studies designed to investigate which instructional approaches work best and the nature and strength of the existing evidence. I will
argue for the need for greater engagement with educational stakeholders throughout the research cycle, including by establishing a
stakeholder-relevant applied L2 pronunciation research agenda.

REFERENCES

[1] T. Isaacs, and H. Rose, “Redressing the balance in the native speaker debate: Assessment standards, standard language, and exposing double standards”,
TESOL Quarterly, 56(1), 2021, pp. 401-41. https://doi.org/https://doi.org/10.1002/tesq.3041

[2] I Chalmers and P. Glasziou, P. (2009). “Avoidable waste in the production and reporting of research evidence”, The Lancet, 374(9683), 2009, pp. 86-89.
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Creating pronunciation training content for your
language of interest — A hands-on workshop

Jacques Koreman, Department of Language and Literature, Norwegian University of Science and Technology (NTNU)

KEYNOTE ABSTRACT

A. WHY?

A foreign accent can lead to lower intelligibility or comprehensibility [1]. This can have negative consequences in
communication [2]. Nevertheless, pronunciation is often a neglected area in language courses [3]. For this reason, we have
developed online pronunciation training to complement classroom teaching.

B. WHAT?
The Computer-Assisted Listening and Speaking Tutor (CALST) is a multilingual platform for pronunciation training. It is
multilingual in two ways:

e it offers pronunciation exercises for several target languages — presently: English, Spanish, Italian, Greek, and Norwegian,
with Catalan under development; Maybe you want to be the expert who provides content for a new language?

e it tailors exercises to the learner’s native language comparing the two languages in L1-L2map (500+ languages based on

UPSID). This is done automatically, also for new target languages in CALST.

The exercises in CALST are simple discrimination and identification (listening) exercises, pronunciation exercises, and spelling
exercises. These familiarize learners with speech sounds that do not occur in their native language, and the same exercises also
provide training for unfamiliar consonant clusters, word stress patterns, and lexical tones. The comprehensive language content
ensures that learners can train all linguistic contrasts that may pose a challenge for any learner.

C. HOw?

In the workshop, we will first present CALST and L1-L2map. Then a short explanation will be given of the principles which we
have adopted to devise language content; examples from CALST exercises will be given to demonstrate them. This will be
followed by hands-on application of these principles to your language of interest:

e Determine the sound inventory of consonants and vowels & create an exercise.

e Determine allophonic variation & create an exercise.

o Determine variable grapheme-to-phoneme mapping & create an exercise.

o Select a consonant cluster, stress pattern, or lexical tone contrast & create an exercise.

e Participants should bring their laptops. We hope to see you there!

REFERENCES

[1] M.J. Munro, and T.M. Derwing, “Foreign accent, comprehensibility, and intelligibility in the speech of second language learners”, Language Learning, 45,
1995, pp. 73-97.

[2] S. Lev-Ari, and B. Keysar, “Why don’t we believe non-native speakers? The influence of accent on credibility”. Journal of Experimental Social Psychology,
46(6), 2010, pp. 1093-1096.

[3] J.A. Foote, P. Trofimovich, L Collins, L., and F.S. Urzta, “Pronunciation teaching practices in communicative second language classes”. The Language
Learning Journal 44(2), 2016, pp. 181-196.
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Speaker’s comfort or listening effort? — On the
interaction of the speaker, the classroom’s sound
environment and the students’ learning

Viveka Lyberg Ahlander, Speech Langue Pathology, Abo Academy

KEYNOTE ABSTRACT

Research, as well as experience, tell us that it is harder to concentrate and learn in a noisy environment. It is also known since
long that the teaching occupation is voice demanding and that many consider voice problems an occupational hazard that is an
inevitable part of the job. Meanwhile, the classroom is often a noisy space affecting both the speaker’s comfort as well as the
listeners’ effort in hearing and understanding. The presentation will cover research performed within the crossdisciplinary research
environment of Cognition Comprehension and Learning at Lund University. The focus will be the interaction of the speaker’s
speech, voice quality, the listeners’ learning and the effect of the room on students and the teacher.

All rights reserved@ isaph4
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Computational tools for studying speech prosody

Yi Xu Department of Speech, Hearing and Phonetic Sciences, University College London, UK

KEYNOTE ABSTRACT

This workshop will introduce a set of computational tools for studying speech prosody. ProsodyPro and FormantPro are Praat
scripts for systematic analysis of large amount of speech data, and they generate detailed pitch, duration, intensity, formant and
voice quality measurements. qTA, qTAtrainer and PENTAtrainer are Praat- or Javascript-based modelling tools for analyzing,
modelling and manipulating speech prosody. Both sets of tools can be used for research and teaching purposes .
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Intelligibility of Swedish foreign accented words

Asa Abelin, Gothenburg University & Elisabeth Zetterholm, Linkoping University

Keywords — map task, intelligibility, pronunciation, L2-speech, listener test

I. INTRODUCTION

An intelligible pronunciation is of importance for successful communication, regardless of the interlocutors, and therefore one of
the goals in foreign and second language learning and education. Many second language learners produce the target language with a
more or less strong foreign accent [1, 2, 3] concerning both pronunciation, grammar and vocabulary. Mispronunciation can cause
misunderstandings and create unwanted attitudes, depending on listeners’ judgements on how comprehensible and intelligible the
pronunciation is [4].

In this project, a map task game is used for conversation between L1-speakers and L2-speakers of Swedish as well as between
two L2-speakers of Swedish with different first languages. A map task game is a method for performing relatively spontaneous
interactions, but at the same time the task can be directed towards specific linguistic features and words. It can be used for studies on
grammar in spoken language, feedback signals, pronunciation including phonetics and phonology as well as human and computer
interaction [5].

There are several previous studies about differences between L1- and L2-listeners’ perception of accented speech. There has been
a discussion whether it is easier for an L2-speaker to understand another L2-speaker, than to understand an L1-speaker. Some studies
found that there was no such difference, and that the properties of the speech itself are a potent factor for determining how L2 speech
is perceived, even when the listeners are from different language backgrounds [6]. Furthermore, the perception can be influenced by
e. g. the learners’ progression and the amount of input of the target language (for an overview, see [7]). There is also a word frequency
effect, especially strong for L2-learners, often depending on vocabulary size (or lexical proficiency) in the target language [8].

II. AiM AND RESEARCH QUESTION

The aim of the study is to find out if foreign accented speech is more, or possibly less or equally, intelligible for L1 Swedish
listeners compared to L2 Swedish listeners. The research question is:

Is there a difference between L1 Swedish and L2 Swedish listeners’ assessments and interpretations of Swedish foreign accented
words?

III. MATERIAL AND METHOD

For this study, we used recordings from conversations in a map task game. The participants are Swedish L1- or L2-speakers.
The L2-speakers are in early stages of learning Swedish at different levels in the national program Swedish for Immigrants (SFI).
Recordings were made in ordinary classrooms at the participant’s school using a mobile phone or a Sony voice recorder. All
recordings were made with a good quality for both auditory and acoustic analyses. Instructions about the test were given by a
researcher or a teacher at SFI.

The recordings were made in pairs and an L2-speaker of Swedish was a guide through a printed route in the map consisting of
27 pictures. Another L2-speaker or a Swedish L1-speaker was the follower who has another map were five pictures were missing
and no printed route. This design was made in order to give rise to communication obstacles. So far, seven pairs are recorded in this
map task game.

For the present intelligibility study a listener test was constructed. 60 participants, who were either L1-speakers or L2-speakers
of Swedish, listened to and interpreted twelve words without any context. The words were extracted from the map task recordings,
and they are very frequent Swedish words [9]. The extracted words were produced by the direction giving L2-speaker. The listener
test was presented on-line and the listeners could listen to the words as many times as they wanted. They were asked to write down
what they heard, whether it was a real word or a non-word in Swedish.

IV. PRELIMINARY RESULTS

The answers in the listener test were analyzed with regard to listeners’ errors in relation to types of pronunciation errors, i. e.
intelligibility of the L2-pronunciations. An in-depth qualitative analysis of how the L1-Swedish and L2-Swedish listeners interpreted
the stimuli words was made. By mispronounced words, we mean words pronounced with non-standard vowel or consonant quality
or quantity, according to Swedish phonology.
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Some of the mispronounced words were easier to interpret while some were much more difficult and there are differences
between L1-Swedish and L2-Swedish listeners. Some words were interpreted as another real, sometimes more frequent, Swedish
word, while other words were interpreted as non-words. Both qualitative and quantitative errors were found on segmental levels,
e.g. the minimal pair glas/glass (glass/ice-cream) where there is a qualitative as well as a quantitative difference in the pronunciation
of the a-vowel. One important feature is the rounding of Swedish vowels which are often difficult to produce for L2-learners of
Swedish. In this study this feature is represented by the Swedish words cykel (bicycle) and 16k (onion). When analyzing the
recordings, it is obvious that these vowels are quite hard to pronounce and also difficult to interpret, especially for L2-listeners in
the listener test. Overall, the interpretation of the isolated words showed great intelligibility problems for all listeners. The study
shows that an L2 Swedish speaker’s intelligibility may be relative to whether the listener is an L1 or L2 speaker of Swedish.

V. SUMMARY

Results show differences between L1-Swedish and L2-Swedish listeners concerning the interpretation of words. It might depend
on both mispronunciation of speakers and vocabulary size of listeners. The result of this study gives an indication of the importance
to practice both on perception and production, and to incorporate knowledge about phonetics in the teaching of Swedish as a second
language.

REFERENCES

[1] J.E. Flege, M. Munro, and LR.A. MacKay. “Factors affecting strength of perceived foreign accent in a second language”, Journal of the Acoustical Society of
America 97(5), 1995, pp. 3125-3134.

[2] A. Moyer, Foreign accent. The phenomenon of non-native speech. Cambridge: Cambridge University Press, 2013.

[3] R. Pérez-Ramon, M. L. Garcia Lecumberri, and M. Cooke, “Foreign accent strength and intelligibility at the segmental level”, Speech Communication 137,
2002, pp. 70-76.

[4] S. Lev-Ari and B. Keysar. “Why don’t. we believe non-native speakers? The influence of accent on credibility”, Journal of Experimental Social Psychology
46,2010, pp. 1093-1096.

[5] A. Anderson, M. Bader, E.G. Bard, E. Boyle, G. Doherty, S. Garrod, S. Isard, J. Kowtko, J. MacAllister, J. Miller, C. Sotillo, H. Thompson, and R.
Weinert, “The HCRC Map Task Corpus”, Language and Speech 34 (4), 1991, pp. 351-366.

[6] M.J. Munro, T.M. Derwing, and S.L. Morton, “The mutual intelligibility of L2 speech”, Studies in second language acquisition, Cambridge University
Press, 2006.

[71 M.L.G. Lecumberri, M. Cooke, and A. Cutler, “Non-native speech perception in adverse conditions: A review”, Speech Communication 52, 2010, pp. 864—
886.

[8] K. Diependaele, K. Lemhofer, and M. Brysbaert, “The word frequency effect in first- and second-language word recognition: A lexical entrenchment account”,
The quarterly journal of experimental psychology, Vol. 66, No. 5, 2013, pp. 834-863.

[9] Sprakbanken, Korp 9, https://spraakbanken.gu.se.
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Practical phonetics in the 21 century

Michael Ashby!, Patricia Ashby?

'University College London (UCL), 2University of Westminster, UK.
'm.ashby@ucl.ac.uk, ashbyp@westminster.ac.uk

Keywords — practical phonetics, performance skills, pedagogy, object-based learning, scientism

I. INTRODUCTION

This paper is concerned with the teaching, learning and assessment of practical skill in speech sound production which has formed
part of general phonetic training in the British tradition for most of the last century, though it is presently in decline. We re-examine
the purposes of production training, suggesting that the true purpose is widely misunderstood. We analyse the practices of this
training in relation to recent pedagogical thinking and argue that it is student-centred, multi-sensory, and constitutes an unusual
example of object-based learning. We scrutinise the arguments used by opponents of the practical approach and relate these to a
prevailing scientism. We revisit classic formulations of the methods and benefits of practical training in the published literature,
pointing out that even the most recent of these is now more than 20 years old. We indicate ways in which powerful personal
computers and mobile devices can now support a reformulated approach to practical training and encourage a reasonable and
beneficial integration of practical and laboratory-based approaches to general phonetics.

II. PRACTICAL TRAINING IN OQUTLINE

A. Teaching

Typically, practical phonetics training is extended over one or more complete academic years and would involve a minimum of
20-30 hours’ small-group contact-time. Graded incremental training materials lead the student from simple exercises gaining mastery
of basic articulatory manoeuvres such as control of glottal state or the controlled generation of friction to the full range of human
sound-types as set out in the IPA alphabet and chart. Auditory perception skills and production skills are developed in tandem, and
students analyse and critique each other’s performances as well as receiving interactive feedback from a teacher.

B. Learning

The expectation is that the scheduled class-time will be matched or exceeded by private-study time. Students typically work
repeatedly over materials, practising daily, and commonly using a mirror to monitor their articulations. Highly motivated students
may devise their own materials (such as flash cards), or (where possible) make randomised recordings of their own productions for
later listening and self-testing.

C. Assessment

The course-end assessment includes an individual oral examination in which the candidates are required to perform various
arbitrarily-selected sound types, pitch sequences, etc., both from transcribed materials and in response to spoken directions given by
the examiners. A more advanced examination may include the requirement to apply a cumulative succession of specified parametric
modifications to a given starting point, potentially resulting in novel sound-types which are not represented by unitary IPA symbols,
and which the candidate may never have previously attempted. The assessment rewards insight, not mere imitation.

[II. PEDAGOGY AND AIMS

It will be clear that the description above is of teaching and learning which is student-centred and multi-sensory—though of course
it was devised long before those terms became buzzwords in pedagogical theory. It is also arguably an example of Object-Based
Learning, since the learner’s own speech organs—together with the associated control and sensory mechanisms—provide the focus
for understanding. It is hardly an exaggeration to say that the learner has a phonetics teaching laboratory in their own mouth.

However, the aims of such a practical course are not what they might first appear. There are few applications in which an ability
to produce an unlimited range of speech sounds is a requirement, or even a useful accomplishment, so at first sight practical training
might seem pointless. But as one statement of the method makes clear, the real motivation is different: “What is not [...] obvious, but
is undoubtedly the case, is that the acquisition of these ‘practical’ skills is by far the best way of acquiring a deep understanding of
phonetic theory—of the principles underlying the description and classification of the sounds of speech ...” [1; page 2].
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IV. DISSEMINATION AND OPPOSITION

Practical training of the kind described has never been universal or widespread. It was chiefly a British practice, associated with
figures such as Henry Sweet and Daniel Jones. It was exported in a limited way to the USA, but the chief proponents of it in that
context, J. C. Catford and Peter Ladefoged, were themselves British. From the beginning, the legitimacy and value of the practical
approach were denied by proponents of “experimental” and “instrumental” phonetics. Over 110 years ago Sweet spoke of
“antagonism between the practical linguistic phonetician and the physico-mathematical instrumental phonetician” [2]. In 1935 the
psychologist and experimental phonetician E. W. Scripture notoriously claimed that “the investigator might be, and preferably should
be, congenitally deaf and totally ignorant of any notions concerning sound or speech” [3]. But it was an unnecessary and manufactured
antagonism, fuelled as early as the 1890s by an excessive regard for the methods and trappings of “hard” science [4]. In fact, the
development of practical phonetics was partly driven by the failure of the instrumental phonetics of the day to provide any results
useful for application in fields such as language teaching, teaching of the deaf, or therapeutic interventions for speech pathologies.

V. OPPORTUNITIES FOR RE-FORMULATION

The most recent exposition of the merits of practical phonetics training is [1]. The whole landscape of phonetics has changed since
Catford’s ideas were formed. In [1] “the techniques of instrumental investigation of speech” are still viewed as something separate
from the ordinary student’s experience, to be encountered “sooner or later” (p. 218). For the last 15 years many tools of the phonetics
laboratory have been freely available—even to the solitary learner—on portable devices such as smartphones. Although some texts
have attempted an integration of practical and experimental approaches, many otherwise excellent works which continue in wide use
perpetuate the anachronistic segregation of descriptive and instrumentally-based approaches [5]. It is time for a re-formulation.

The analysis tools now available to everyone can guide the acquisition of production skills and encourage and foster an even
deeper understanding of phonetic theory. The tools range from media applications familiar to all smartphone users (such as
photography, video (Fig. 1), and sound recording), through smartphone versions of oscilloscopes, sound-level meters and signal
generators (wWhich were once cumbersome and expensive laboratory instruments) to speech-specific tools for spectrum analysis,
fundamental frequency extraction, etc. (Fig. 2). At the same time, approaching the tools from a practical standpoint can deepen
understanding of the tools themselves. There is no actual conflict between practical and instrumental approaches to phonetics, and
neither alone is sufficient. Introduced together and taught in harmony, each can enrich the other.
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Fig. 1. (left) Closed and open phases of a bilabial trill produced by a three-year-old child, captured in slow motion at 920 fps on an Android smartphone.
Fig. 2, (right) Screen displays from Wasp2 on an Android phone (http://speechandhearing.net/laboratory/wasp/) showing from top, speech waveform, wideband
spectrogram, extracted fundamental frequency contour. The left panel shows syllables [ba pa pa] used in practising control of VOT, the right panel shows the phrase
The North Wind and the Sun were disputing which was the stronger.
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I. INTRODUCTION

Models of L2 phonology usually focus on asymmetries in the acquisition of L2 phonemes depending on their L1 status and make
reference to (dis)similarity between L1 and L2 sounds to explain L2 acquisition of new sounds [1], [2]. In this study, we explore
possible asymmetries in the acquisition of different types of L2 allophonic patterns, namely cases where the L2 has a new set of
allophones not present in L1 versus situations where the L2 has a different organization of allophones already present in L.1. These
two scenarios involve learning a new set of sounds, on the one hand, and recategorizing already existing sounds, on the other. In
addition, L1 allophones might present gradience, especially when they result from weakening processes. This project further
examines how L2 learners deal with allophonic alternations that are gradient in L1 speech in the two scenarios mentioned above,
i.e., new sounds vs. recategorization. To this end, this study compares the L2 acquisition of the Spanish voiced and voiceless stop
allophones by L1 American English learners. Spanish /b, d, g/ present an allophonic alternation between voiced stops and
approximants, the latter occurring after non-continuant sounds, while English /b, d, g/ alternate between voiced and unaspirated
voiceless stops. Thus, L2 learners need to acquire a new set of allophones (approximants) but also recategorize their voiceless stop
allophones. Moreover, Spanish /p, t, k/ are unaspirated in all environments, while English /p, t, k/ are produced as aspirated or
unaspirated allophones. This is another element in the recategorization of the stop allophones that L2 learners of Spanish need to
acquire.

Previous studies on L2 Spanish voiced stops focus mainly on the acquisition of the approximant allophones (e.g. [3], [4], [5]),
while some work examines stop allophones production for Spanish voiceless and voiced stops (see [6]). However, a more
comprehensive analysis that includes all allophones of voiced and voiceless stops would allow us to compare the acquisition of the
two scenarios mentioned earlier. Furthermore, while L2 Spanish approximants and aspirated voiceless stops have been examined
gradiently in separate stdudies, by analyzing the acoustic cues of CV-intensity ratio (e.g. [7]) and VOT duration (e.g. [8]), this
project brings a new analytical approach by comparing the gradience of the two allophones to each other. Thus, our research
questions are, (i) is there a difference in the rate of acquisition of approximant vs. voiced stop vs. voiceless stop allophones for L1
American English learners of Spanish? (ii) is there a difference in the degree of gradience of their approximant and voiceless stop
allophones?

II. METHODOLOGY

The data comes from a bigger project that combines pedagogy and research. More precisely, it comes from a teaching module
developed for college-level Spanish Pronunciation courses at a major Midwestern university in the US. In this module, students record
themselves reading a list of words in isolation via a web-based interface and get instant feedback on their pronunciation via that
interface. Students complete the module at the beginning (time point T1) and end of the semester (time point T2), which allows us to
compare their production at T1 vs. T2 and analyze any changes as manifestations of the students’ acquisition process. We examined
data from 27 learners who received the same Spanish pronunciation curriculum and teaching methodology. Tokens of /b, d, g/ and
/p, t, k/ in two different contexts, i.e., word medial vs. initial, were analyzed following a two-step procedure. First, we categorized
each token according to its production, i.e. voiced/voiceless stop, approximant, etc., based on acoustic information. Second, we
measure the VOT of voiceless stop allophones of /p, t, k/ and the intensity of approximant allophones of /b, d, g/ to capture the
gradience of the allophonic alternations. We tested the effect of time point (T1 vs. T2), stress, word position, and stop place of
articulation on the three dependent variables, type of allophone, intensity ratio and VOT, using linear and multinomial regression.
Furthermore, to directly compare the two acoustic measures, we scaled the VOT and intensity via z-scores to make them comparable
and explore them with linear regression and correlations.

III. RESULTS AND DISCUSSION

For /b, d, g/, our results show a significant change in the type of allophone. More precisely, we observe a significant increase
in approximants, a decrease in voiced stops and a small change in voiceless stops in T2 compared to T1. As Fig. 1 shows, there is
an effect of word position: most voiceless stops occur initially, as expected since this context is utterance-initial position in our data
and voiceless allophones of /b, d, g/ in English are common in this context. This initial effect decreases in T2 in favor of voiced
stops and even some approximants (Fig. 1). However, the change in type of allophone is greater in word-medial contexts where the
rate of approximants changes from 50% to 73% (Fig. 1). As expected, virtually all tokens of /p, t, k/ are realized as such. In terms
of the continuous measures, we find no significant change in VOT, which falls within the English aspirated range, although time
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point interacts with stress and place of articulation, and VOT decreases in stressed syllables and for /p, t/ in T1 vs. T2. In contrast,
there is a significant increase in the intensity ratio in T2 compared to T1, indicating that approximants are produced as more
weakened at the end of the semester. The intensity ratio is higher in unstressed positions and in word-medial positions, indicating
that these contexts present the highest degree of weakening and mirroring the positional effects found for L1 Spanish speakers [9].
Finally, z-scores further show that the intensity ratio for approximants presents a greater change in T2 vs. T1 compared to the VOT
of voiceless stops, and that a decrease in VOT, which would indicate less aspiration, is not correlated with increase in intensity, i.e.,
more weakening, suggesting that learners might improve their voiced stops without an accompanying improvements of their
voiceless stops.

Based on these results, we argue that the greater change in approximants compared to voiceless stops for /b, d, g/ suggests that
learners are more successful at acquiring a new set of sounds, i.e., approximants word-medially, than at recategorizing their
allophones, i.e., producing voiced and not voiceless stops initially. In addition, we find that participants show a limited change in
the VOT duration of voiceless stop allophones for /p, t, k/ but a robust change in the intensity for approximants which become
weaker by the end of the semester. This finding from the acoustic analysis adds a dimension to the main conclusion in that learners
show a positive change not only in terms of how frequently they produce approximants but also in modifying their gradient
production as weakened sounds.

80%
60% -
40% - B Approximant
| Voiced stop
20% Voiceless stop
000 ! L . —
Tl T2 Tl T2

mitial medial

Fig. 1 Percentage of types of realization for /b, d, gf by timepoint (T1 & T2) & position
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I. INTRODUCTION

The analysis of speech timing and melodic parameters is a common procedure within the forensic speaker comparison practice.
However, the same level of speaker-discriminatory power should not be assumed when parameters deriving from different acoustic-
phonetic dimensions are compared, as previous experimental studies suggest [1, 2, 3]. In view of that, the present study set out to
assess what we call the speaker discriminatory power asymmetry regarding parameters from different phonetic dimensions in
spontaneous speech, i.e., spectral, melodic, and temporal. We intended to do so by applying a more systematic approach while
tackling the issue of data sampling on the discriminatory performance of the parameters.

II. MATERIALS AND METHOD
A. Participants
The participants were 20 male subjects, Brazilian Portuguese speakers from the same dialectal area. The participants' age ranged
between 19 and 35 years, a mean of 26.4 years. The subjects (10 identical twin pairs) were recruited from a twin research project.
However, the focus here is drawn on the comparison among all speakers (i.e., 190 inter-speaker comparisons) rather than on
individual twin pairs.

B. Speech material and Recordings

The speech material consisted of spontaneous telephone conversations between siblings. During the recording sessions, the
subjects were placed in different rooms, not directly seeing, hearing, or interacting with each other. The speakers were encouraged
to start a conversation using a mobile phone while being simultaneously recorded. In all cases, the conversation topics were decided
beforehand by the speakers. The transcribed material presented an average duration of about 2:30 minutes per speaker. All
recordings were carried out with a sample rate of 44.1 kHz and 16-bit amplitude resolution, using an external audio card (Focusrite
Scarlett 2i2) and headset condenser microphones (DPA 4066-B). No audio degradation was applied to the original audio files.

C. Data segmentation and transcription
All speech material was segmented and transcribed in the Praat software [4], following acoustic and auditory criteria. The data

annotation which is relevant for the present analysis comprised four distinct textgrid tiers, as follows:

1. Speech chunks: speech intervals on average 3 s long, in most cases corresponding to inter-pause intervals (i.e., stretches

of speech between long silent pauses);

2. Vowel-to-vowel intervals: syllable-sized units defined as all the segments uttered between two consecutive vowel onsets;

3. Oral monophthongs: oral monophthongs contained within the speech chunks;

4. Silent pauses: silent pauses with a minimum duration threshold of 100 ms.

D. Acoustic-phonetic parameters
Overall, six acoustic-phonetic parameters were chosen for the comparison based on their relatively better discriminatory
performance in relation to other parameters of the same category assessed in previous studies, cf. [5, 6, 7]. The Praat script
“ProsodyDescriptorExtractor” [8] was used for the extractions:
1. f0 median: f0 median in semitones ref 1 Hz/ and in Hertz extracted from speech chunks;
2. f0 baseline: base value of f0 in semitones ref 1 Hz/ and in Hertz extracted from speech chunks;
3. Speech rate: defined as the number of V-V units in each speech chunk divided by its total duration (V-V units/second),
including pauses;
4.  Articulation rate: defined as the number of V-V units in each speech chunk divided by its total duration (V-V units/second),
excluding silent pauses;
5. F3: the third formant frequency measured at the midpoints of oral monophthongs in Hertz;
6. F4: the fourth formant frequency measured at the midpoints of oral monophthongs in Hertz.

E. Statistical analyses

Regarding the assessment of discrimination, two estimates were examined via cross-validation as a function of the comparisons
among all speakers in the study using the script ‘fvclrr’ [9]: Log-likelihood-ratio-cost (Cllr) and Equal Error Rate (EER) values.
The first is an empirical estimate of the precision of likelihood ratios. It is a measure of validity, initially developed for use in
automatic speaker recognition. The second estimate captures the point where the false reject rate (type I error) and false accept rate
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(type II error) are equal, being used to describe the overall accuracy of a system. Lower ClIr and EER values are compatible with
better discriminatory performance, whereas higher ClIr and EER values suggest the opposite trend.

Given the nature of spontaneous speech, a discrepancy in the number of samples produced per subject was observed. In light of
that, a random downsampling procedure was conducted to ensure that all participants were represented by the same number of data
points in all tests. Such a procedure was repeated 200 times to avoid a selection bias. Both ClIr and EER values were reported after
performing tests with the randomly selected data points and applying a calibration procedure using a logistic regression technique.

I11. RESULTS

The outcomes are summarized in Figure 1. A general pattern is suggested when inspecting the boxplots regarding Cllr and EER
values as a function of acoustic-phonetic parameters. Parameters pertaining to the speech tempo category depicted the worse
performance in terms of speaker discriminatory power when assessed in isolation. Such a trend is indicated by the relatively higher
median and mean ClIr and EER values. Moreover, from the set of parameters assessed, high formant frequencies, i.e., F3 and F4,
were the best performing estimates in terms of discriminability depicting the lowest EER and Cllr values. Based on the 200x
resampling of the data, both the f0 median and base value displayed relatively similar EER values. However, in terms of Cllr, the f0
base value displayed the lowest median, mean and minimum values, suggesting a better overall performance.

Fig. 1. Calibrated Clir and EER values as a function of the parameters assessed and data sampling.
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V. FINAL CONSIDERATIONS

The results suggested a speaker discriminatory power asymmetry concerning different acoustic-phonetic parameters, in which
speech tempo estimates presented a lower discriminatory power when compared to melodic and spectral parameters. Such a finding
agrees with previous reports and bears important implications for forensic phonetics, indicating, for example, that the parameters
usually most robust to the effect of degradation due to poor audio quality, such as temporal estimates, are not necessarily also the
most discriminatory. Most importantly, the results suggest that data sampling appears to be of crucial relevance for the reliability of
the results, given the observed variability of Cllr and EER values as a function of data selection.
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I. INTRODUCTION

A particularly important issue in forensic voice comparison (FVC) is the lack of direct correspondence in the content of different
recordings. That is, recordings are unlikely to share many of the same words. Therefore, a frequently used word (or other feature)
in naturally occurring speech is of value to the FVC practitioner because it permits direct comparison. To examine the forensic value
of any linguistic features, it is necessary to understand how variable it is between and within speakers, and the factors that affect it
in different discourse positions or prosodic contexts. In the present study, the short discourse-pragmatic marker (DPM), just is
analysed in this way for suitability as a diagnostic feature in FVC. In previous research, other DPMs such as filled pauses (uh, um)
have been analysed as FVC features with promising results [1, 2]. For the present study, just, STRUT and filled pauses were analysed
for 100 male Southern Standard British English speakers (DyViS corpus, [3]).

The polyfunctional word just was selected because of its high frequency in spontaneous speech, and because previous research
describes its variation in pragmatic function. Just is the 27 most frequent word in the British National Corpus (2014) at 0.75 per
100 words [5]. Research also shows that just is increasing in frequency over time, as demonstrated for younger speakers in Toronto
[4]. Other research on the occurrence of just [6, 7] has highlighted distinct functions where just is used as an adverb (a marker of
precision: That’s just down the road — or of time: ['ve just finished my exams), as a marker of restriction ({t was just me), or as a
discourse marker (to evaluate or minimize: / just watched TV — or to intensify: / just can’t remember). It is also of interest to FVC
whether speakers use just in different ways, and therefore these different discourse functions are also analyzed to aid speaker
comparison.

II. RESULTS

1,276 tokens of just were extracted for analysis, tagged with their function, turn position and following/preceding environment.
Each token was also transcribed to show segment elision and allow for formant readings to be taken from the vowel. As expected,
Jjust was highly frequent, occurring overall 0.88 times per 100 words. Midpoint formant measures for STRUT and the vowel of um
were also extracted as points of comparison, allowing for likelihood ratio-based testing across 76 speakers. The vowel midpoints
for all tokens are displayed in Fig. 1 along with the mean readings for STRUT and um vowels. Generally, the vowel in just is
considerably more raised and/or fronted compared to STRUT or um. Fig. 1 also displays four speakers who had mean F1 and F2
values at the upper and lower extremes. Each speaker is represented by an ellipsis showing their standard deviation.
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Fig. 1 F1-F2 plot of just vowel midpoints and STRUT and the vowel of um (left). F1-F2 of just with ellipses showing SD for four speakers (right).
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In likelihood ratio-based testing, various models were run comparing acoustic measures of just. Just was also compared with
STRUT and um in its discriminatory capacity. Fig. 2 shows the validity measures for these tests, where lower log LR cost (Cyr) and
equal error rates (EER) correspond to a better-performing system. The left panel shows that F1-F3 of just outperforms the formants
of STRUT. It has a lower Cy; than um but a very slightly higher EER. The right panel of Figure 2 displays the effect of adding
discourse functions of just to speaker comparison models. Just F1-F3 without any function information performs best, whereas
adding restrictive or discourse just information reduces model validity. Overall, just shows some promise for FVC application,
performing better than um or STRUT. Adding information about just functions, however, does not aid the task of FVC. This is
positive, as FVC analysts can treat all tokens of just the same, without needing to refer to specific functions — making just a broader
idiosyncratic feature of the voice.
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Fig. 2 Plot of log LR cost (ClIr) and equal error rate (EER%) for just vowel midpoints across formants (left) and for just, STRUT and um F1-F3 vowel midpoints
(right). NOTE: lower scores on both dimensions are considered desirable for good FVC variables.
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I. INTRODUCTION

In many languages, there is a systematic relationship between phonetic and prosodic features, on the one hand, and morpho-
syntax, on the other. If these systematicities are known and the relevant phonetic or prosodic features can easily be identified, a listener
can use them actively during speech processing to narrow down the choice of possible continuations at word or sentence level. While
native speakers do this automatically and effortlessly, second language learners generally struggle with the identification of phonetic
and prosodic features in the second language (L2), especially if they are dissimilar from native language (L1) phonology.
Consequentially, they fail to notice the features and make use of the systematicities associated with them. We will discuss the
beneficial role of training for L2 learners’ use of non-native prosodic features in L2 speech processing.

II. PROSODY PROCESSING

A. Prosody processing in a native langauge

Prosody often stands in tight interplay with morphosyntax both at the sentence and word level. It can, for instance, function as a
cue to sentence structure [1] or as a cue to word structure [2]. With respect to the latter, prosodic alternations are often part of the
inflectional system where they, either on their own [3] or in interplay with affixes [2,4,5], distinguish grammatical features. Different
languages use different prosodic parameters in this respect: for example, Danish uses voice quality [3], Swedish uses pitch [2] and
Spanish uses stress [5]. When prosody on the word stem is combined with grammatical suffixes, the prosodic cue allows listeners to
accurately but typically preconsciously make predictions about how the word continues. When a Central Swedish listener, for
instance, encounters low pitch on the word stem of bi/ ‘car’ in a sentence context like (1), they know immediately that the upcoming
suffix is likely the definite singular suffix -en as only the singular but not the plural suffix -ar or a compound like bilféraren is
preceded by a low pitch on the word stem. This type of pre-activation makes speech processing rapid and effective.

(1) Jagsag bilen/ bilar / bilféraren kéra pa cykelbanan. ‘1 saw the car / cars / the car driver drive in the bicycle lane.’

The automatic prosody-based prediction has been demonstrated with eye-movement and behavioural data where native listeners
quickly fixate and select the correct suffix upon hearing the prosodic cue [S]. It has also been shown with neurophysiological data
where non-cued suffixes (e.g., plural -ar after low stem tone) elicit error-related responses in the brain while the cue itself produces a
stronger pre-activation negativity the more restraining it is with respect to possible continuations [2,4].

B. Prosody processing in a second language

Second language learners are typically initially insensitive to prosody in their L2, especially if the prosodic cues differ from those
in the L1 either in nature or in usage [6]. At early and intermediate acquisition stages, learners do not appear to make use of prosodic
cues during speech processing. Thus, neither eye-tracking data nor neurophysiological data find evidence of prosody-based prediction
at these levels [5,7,8]. L2 learners do not fixate cued words above chance, they do not produce differential pre-activation negativities
for differently strong cues, and they do not process incorrectly cued suffixes as speech errors. At upper intermediate and advanced
acquisition stages, learners show first signs of prediction-related activity, such as delayed response times to prosody-suffix
mismatches and increased accuracy at selecting the correct suffix based on the prosodic cue [5,9]. However, prosody processing does
not seem to become equally automatic and efficient in an L2 as it is for native speakers even for highly trained bilinguals [10].

C. The effect of training on prosody processing in a second language

In a series of behavioural and neurophysiological studies, we have since investigated whether focused training of L2 prosody
could facilitate native-like speech processing. Notable progress in prosody processing was observed when learners used a prosody-
based training app, specifically developed to focus on a wide range of systematic relations between prosody and grammatical suffixes
in Swedish [11]. Nineteen participants showed significant improvement in selecting correct suffixes based on a prosodic cue. With
just few hours of training, dispersed over ten training sessions, the effect of the acoustic combinatorial training had spread even to
untrained words and, as a side effect, even improved production. Importantly, after training, learners’ neurophysiological responses
revealed native-like processing with differentially strong responses as a factor of prosodic cue strength [7].

We further found that learners who trained on pseudo words with familiar prosodic cues (tone) had an advantage over learners
who were previously unfamiliar with the kind of prosodic features found in the novel L2 [12]. Thus, on two consecutive days, 23
participants with a tonal L1 and 23 participants with a non-tonal L1 were trained on 24 novel words in which tonal cues expressed a
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grammatical inflection (e.g., number). Words were presented auditorily followed by pictures that depicted the intended meaning
including grammatical categories. Both participant groups became fairly accurate at matching the novel prosody to its designated
meaning within the first training session (i.e., within two hours) [13]. L1-based familiarity with the prosodic cues led to prosody-
facilitated grammar processing already at pre-attentive processing stages within just twenty minutes of training. The more familiar
the prosody was, the earlier the processing was. Training also allowed for prosody-dependent grammar processing for unfamiliar
prosodic cues. However, the new words were initially processed with later, more attentively controlled mechanisms [6,12]. Yet,
familiarity advantage decreased with increased training, and earlier, less attention-dependent processing became possible for learners
previously unfamiliar with the prosody already at the second training session, i.e., after two hours. These findings suggest that focused
training can rapidly develop native-like processing even for unfamiliar word-level prosody.

III. CONCLUSIONS

In conclusion, focused training on the relation between prosody and grammar can improve grammatical processing in L2 learners.
It can also accelerate the onset of the use of predictive processing strategies and help learners overcome disadvantages due to
unfamiliarity with phonetic features or functions. These effects are visible both behaviourally and neuropsychologically.
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I. INTRODUCTION

Rapidly learning new words when learning a new language (L2) is undisputedly desirable, but it may be harder to commit new
words to memory when they contain unfamiliar sounds. Since improving learners’ perceptual abilities can bootstrap lexical acquisition
both during infancy [1] and adulthood [2, 3] it may be most beneficial to improve the perceptual abilities of language learners from
the very onset of L2 acquisition. To date, however, the tasks used for phonetic training may require learners to be already familiar
with the L2 phoneme-grapheme correspondence, or may be too strenuous for some populations (e.g. young children) making this
kind of training difficult to implement from the very onset of learning. The current study tested the efficiency of the picture association
training (PAT), which can be adapted for learners who are not yet literate in the L2 (e.g. Swedish learners of Arabic or Thai), as well
as for young children in need of quickly mastering a new language (e.g. children from refugee or expatriate families) making this
training implementable at the learning onset of any L2.

Early phonetic training experiments [4] reported significant improvement in the perception of non-native sound contrasts when
using an identification task with varied stimuli. A typical identification task consists of presenting auditorily one word at a time to the
learners (e.g. ‘sheep”) and ask them to choose which word was heard (e.g. ship or sheep). The learners only ‘hear’ the words, but the
choices are written on the computer screen, requiring knowledge of the L2 grapheme-phoneme correspondence, or to be able to extract
this information through training. While this task may be adapted for young children by changing the written forms to pictures of the
words, the learners still need to have some level of phonological awareness to complete the task. The use of a discrimination task may
similarly avoid the orthography problem by presenting auditorily two words consecutively (e.g. ‘sheep’ [silent interval] ‘ship’) to the
learners and have them decide whether the words were the “same” or “different” (the choices can be written in any language or use
symbols). Still, both tasks require considerable levels of sustained focus in order to hear acoustic differences the learners may be
insensitive to, and thus, these tasks may be too demanding (or discouraging) for some learners.

Based on findings that visual word recognition triggers the activation of the auditory cortex [5], we hypothesized that it may be
possible for learners to acquire new sound contrasts by creating unconscious associations between sounds and pictures. We developed
the picture association training (PAT) where the learners are presented with a picture of a sheep, for instance, while “at the same time”
hearing the word ‘sheep’ [[ip] in the headphones. After a short interval, the learners see another picture, of a ship for instance, while
hearing the word ‘ship’ [[ip] in the headphones. The learners’ task is to decide if the two “pictures” presented were the same or
different, while specifically asked to ignore what they hear in the headphones (i.e., they do not need to hear any acoustic difference
to answer correctly.) This paradigm was first tested with a vowel contrast (‘sheep’ vs. ‘ship”) with Japanese learners of English, who
reported that the task was easy to do while their accuracy rate was near ceiling level (about 96%) from training onset. A post-training
task evaluating learners’ ability to identify the target vowels (i.e., without pictures) after 1 hour of training revealed that the trainees
improved their perception of the vowels to the same extent as those trained with a discrimination task requiring learners to focus on
the sounds (rather than pictures) [6]. For the current study we were interested in evaluating whether PAT (with focus on pictures)
may yield comparable results to the audio-only AX discrimination task (with focus on sounds) when training with a consonantal
contrast rather than a vowel contrast. The sound contrast in ‘rose’ and ‘roads’ ([roz]-[rodz]) was used as the target contrast, with
Japanese learners of English as the experimental group.

II. METHOD

A. Participants

Sixteen native Japanese speakers (university students), aged between 18 and 22 years old (M = 19), were recruited in Japan. None
of them had ever spent more than 2 weeks in an English-speaking country (M = 0.6 week).

B. Stimuli

The stimuli were created from natural ‘rose’ and ‘roads’ samples recorded at 44,100Hz using Praat [7] by a female North American
English speaker. The closure duration of the [d] in ‘roads’ was modified from 0 to 60 ms in steps of 10 ms using a script [8]. The
vowel duration of each of the resulting tokens was modified from 210 to 300 ms in steps of 30 ms using the same script, which
resulted in a total of 28 stimuli. All 28 stimuli were used for the pre-test and post-test, while a subset of 16 stimuli was used for
training. The stimuli chosen for training were those at the extreme ends of the stop closure duration continuum, a cue that is used
more categorically than vowel duration by English speakers to distinguish ‘roads’ from ‘rose’ [9]. The 16 audio stimuli were paired
with pictures representing each word (the same two pictures were used for the entire training.) For instance, the 8 audio stimuli most
consistently identified as rose by native English speakers were always paired with the picture of a rose.
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C. Procedure

The pre-test and post-test were identical and used a two-alternative forced-choice identification task: the learner would hear the
word ‘rose’, for instance, and had to decide if the word was rose or roads by pressing a response key. No picture nor feedback were
presented during a test.

After the pre-test and before the post-test, the Japanese participants went through 1 hour of training (2 sessions of about 30
minutes). For PAT, the learner would first see a picture of a rose for a duration of 250ms, for instance, and at the same time hear the
word ‘rose’ (chosen among the 8 ‘rose’ stimuli). After an ISI of about 1500ms, the learner would see the picture of roads for a duration
of 250ms while hearing the word ‘roads’. The learners’ task was to decide whether the two pictures were the same or different by
pressing a response key. Each trial was followed by a message (feedback) indicating whether the choice was correct. PAT followed
the same procedure and used the same set of audio stimuli as the audio-only AX discrimination task reported previously [9], which
results were used to compare with the current results. During training, 16 stimulus pairs contrasted in terms of stop closure (these
were 'different' pairs), and 16 pairs did not contrast in terms of stop closure (these were 'same' pairs). None of the words was paired
with itself. There was a total of 256 training trials per session. The only - but crucial - difference between PAT and the audio-only
discrimination task is that in PAT pictures of the words were presented at the same time as the audio stimuli, and participants were
required to decide whether the two consecutive pictures presented were the same or different, while instructed to ignore the words
they heard in the headphones. In contrast, in the audio-only AX discrimination task, participants were required to decide whether the
two consecutive aural stimuli presented in the headphones were the same or different.

III. RESULTS AND DISCUSSION

The research questions addressed by this study were whether any change in the use of vowel duration and the stop closure
duration (as in ‘rose’ vs. ‘roads’) would be observed after PAT, and whether PAT (with focus on pictures) may trigger changes in
perception comparable to the changes reported with an audio-only discrimination task (with focus on sounds). At pre-test, both
training groups were comparable in their use of vowel and stop closure duration, and were both significantly different from English
speakers’ use of these cues [9]. At post-test, neither group changed their use of vowel duration, but there was a change in their use
of closure duration towards English behavior. This change was near-significant after only one hour of training (p = 0.06) using
ANOVA with sphericity corrections. Although this change has not reached a significant level (yet), there was no significant
difference between the two training groups (p = 0.90).

It has been shown that adults can learn to contrast new sounds by listening “passively” to a contrastive distribution of the target
sounds without performing any task [10]. To confirm that the improvement on PAT is related to the creation of unconscious
associations between sounds and pictures—rather than being the result of passive listening to a contrastive distribution of the
stimuli—we are preparing to test another task where the audio stimuli are associated with the “wrong” pictures for half of the trials.
If only the distribution of the stimuli is sufficient to trigger the change, and this occur without any sound-picture associations, then
we expect the “random association paradigm” to provide equivalent results to those reported here.

Although greater improvement may be obtained with an identification task [11], there may be cases where this task cannot be
used, especially at the onset of L2 learning. The use of PAT may provide a means to bootstrap lexical acquisition by helping language
learners to contrast novel sounds from the learning onset of any L2.
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I. INTRODUCTION

Dozens of languages are currently spoken in Namibia. Some of them are originally local Bantu and Khoisan languages, and others
are Germanic, having been spoken during the colonization of Namibia. The official language is English, and in addition to it, some
of the more common languages are used in the school system at the lower levels before the mode of instruction changes to English
only. Many of the original languages have very few speakers and are at an increasing risk of withering away or disappearing
completely. Furthermore, the dominant role of English limits the educational possibilities of native speakers of certain local languages,
who may struggle to reach the required level of English for studying other subjects. This abstract introduces a project that aims to
tackle these issues.

“Dance as a window to endangered languages and the phonetic world (Tanssi uhanalaisten kielten ja foneettisen maailman
tulkkina, T&T&F)” is a three-year project with two main goals: first, to preserve and revitalize some of the more threatened
Namibian languages and cultures, and second, to make education more accessible to speakers of Bantu and Khoisan languages. The
first goal will be achieved by recording and saving spoken accounts of historical events, and by increasing linguistic awareness of the
languages through tandem language learning and multimodal dance art. The second goal will be tackled with tailored, language-
specific training and teaching materials for spoken English.

II. METHODS

The target languages in the project are divided into three levels. The languages on the first level are those that are at the highest
risk of disappearing, and for them, the main goal is preservation through interview recordings. The speakers are asked to tell stories
both about subjects that are important to them, and specific subjects that may be of interest to historians and folklorists. The interviews
will be performed with no pre-prepared templates, but rather a list of historically interesting topics that the interviewees may wish to
discuss, in addition to relating stories relevant to them personally. The historical topics will mainly concern historical and current
presence of Finland in Namibia, such as the influence of the work of Finnish missionaries on local culture in the north of Namibia.
The recordings will be archived for research purposes and their content will be analyzed in co-operation with Namibian and Finnish
cultural historians.

Languages on the second level are those that are at a lower risk of disappearing, but still endangered. Stories and interviews about
everyday topics will be recorded from the speakers with a focus on revitalization. The interviews will be used to create materials for
the tandem language learning method. This method brings speakers of rarer and more common languages together, with the intention
of both participants learning and gaining knowledge of each other’s languages. For the interviews about everyday topics templates
will be used to cover the same common topics about each language. In addition, vocabulary lists will be created so that specific words
can be recorded for cross-linguistic phonetic analysis. The interview recordings will be given a surface-level phonetic analysis,
focusing on vowel and consonant inventories and prosody. These analyses will be used to find the most suitable tandem study partners.

The third level consists of school languages that are commonly spoken in Namibia. These include the Bantu languages
Oshikwanyama, Otjiherero and the Khoisan language Khoekhoegowab (Damara). The main goal is to conduct the same interviews
covering everyday topics as the second level languages. This will allow for the comparison of phonetic inventories and vocabulary
between the local languages and English. Thorough phonetic and acoustic analysis will be performed, focusing on identifying the
most problematic sounds and phonemes for the perception and production of English. The results of the analyses will be used to create
tailored training materials and exercises for the learning of spoken English.

The English training materials will particularly focus on listen-and-repeat training using individual words, as previous research
has shown this to be an effective method of learning difficult second language (L.2) sound contrasts [1-12]. Furthermore, we will
continue this research by conducting listen-and-repeat training studies with speakers of various Namibian languages in order to
broaden our current understanding of L2 phonetic learning.

Recorded material from the languages on the first two levels will also be used in an interpretative dance project, aiming to increase
awareness of endangered languages both in Finland and in Namibia. Other methodologies will also be considered as the project
progresses and the first phonetic analyses have been performed. At ISAPh2022 we will present the project in more detail in a poster,
along with preliminary analyses of any interview recordings collected at that point.
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I. INTRODUCTION

The automatic transcription of speech has become an increasingly common part of daily life for many people, in the form of home
voice assistants, voice passwords or closed captions on videos (e.g. lectures, television programmes, online videos). Orthographic
transcription of recordings, such as police-suspect interviews, is a common form of forensic speech evidence but is an extremely time-
consuming process for forensic practitioners. There are many commercial online services which offer fast automatic transcription of
video or audio recordings. In the present study, the performance of such systems in more challenging scenarios, such as noisy audio
and regionally-accented speech, will be assessed in order to explore whether there is any scope for incorporating automatic methods
into the transcription of forensic audio recordings. Quantified overall error rates that are usually used in automatic transcription
assessment can be distracting in forensic contexts and obscure details about performance. For example, two systems could achieve
the same score where one has fully deleted an utterance but the other has substituted key words, changing the meaning. As a result,
this study will offer a fine-grained analysis of the errors made and the phonetic motivations behind such errors. Errors will also be
compared across audio qualities and more generally across regional accents.

II. METHODOLOGY

8 utterances per speaker were extracted from 2 speakers of Standard Southern British English (retrieved from the Dynamic
Variability in Speech database [1]) and 2 speakers of West Yorkshire English (retrieved from the West Yorkshire Regional English
Database [2]). Utterances range from 14 to 20 words and 3 to 6 seconds in length, featuring a single speaker in studio quality
conditions. In addition, the intensity of the 32 recordings was scaled to an average of 70 dB in Praat [3] and then mixed with speech-
shaped noise in Audacity. Online speech-to-text service Rev.ai was chosen for this study due to its claims of resilience against noisy
audio and its Global English language model which is trained on “a multitude of... accents/dialects from all over the world” [4]. A
total of 64 recordings were uploaded to Rev.ai and the resulting transcripts were compiled in a spreadsheet, manually aligned with
the corresponding reference transcript, and each word pairing was marked as a match or an error (substitution, insertion or deletion).

TABLE L EXAMPLES OF THE THREE TYPES OF TRANSCRIPTION ERRORS.
Transcript
Error Type
Reference Automatic
Substitution There’s a deer park There’s a diff Huck
Insertion Um he’s a tour guide Um and he’s a tour guide
Deletion A boat house A house

III. PRELIMINARY RESULTS

Initial analysis suggests two general patterns, the first of which is a disparity in performance across the two accents. In both
listening conditions, total error rates were much higher for West Yorkshire English (the non-standard regional accent) than for
Standard Southern British English (SSBE), with 37 more errors made for Yorkshire speakers in studio quality conditions and 34 more
errors in poorer listening conditions. In forensic casework, substitutions and insertions can be judged as more detrimental than
deletions since these types of errors add information that wasn’t contained within the signal, which can cause more damage than
reducing information [5]. Comparing substitution errors across accents shows much higher numbers of substitutions in West
Yorkshire English than in SSBE, as well as higher percentages of substitutions involving content words. The second general pattern
shows worse performance for poorer quality recordings, in which higher numbers of all error types are observed within both accents.
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TABLE II.

DEGRADED AUDIO RECORDINGS WHICH WERE MIXED WITH SPEECH-SHAPED NOISE.

PERCENTAGES (AND RAW NUMBERS) OF EACH TYPE OF ERROR MADE, WITHIN EACH ACCENT AND EACH AUDIO QUALITY. SSN REPRESENTS THE

Standard Sout}lern British West Yorkshire English
English

Studio SSN Studio SSN
Substitution 48% (26) 38% (31) 58% (53) 55% (63)
Insertion 0% (0) 3% (2) 9% (8) 9% (11)
Deletion 52% (28) 59% (48) 33% (30) 36% (41)

Total number of 54 31 9] 115

errors

IV. IMPLICATIONS

The implications of these findings will be discussed in relation to forensics, speech technology and sociophonetics. The current
study is one part of a wider project that is situated at the intersection of these three fields, and which aims to improve methods in

forensic casework and the understanding of the effect of regional accent on transcription performance.
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The production of feedback signals such as backchannels (BC) can be seen as reflecting mutual understanding. BCs play an
important role in constructing and maintaining shared knowledge between interlocutors in a conversation [1, 2, 3]. In experimental
settings, tasks like the Map Task [4] are commonly used to elicit conversations that contain a large number of feedback signals. In a
Map Task, two participants collaborate to transfer a given route from one participant’s map to the other. In intonation research, Map
Task are usually recorded without visual contact, so that participants have to rely solely on the spoken communication channel.

Past research has shown that the use of backchannels can differ considerably depending on the conversational setting [5], as well
as the level of proficiency of a speaker in a given language [6]. Task-based conversations, for example, in which participants have to
reach a clear understanding of the common ground (the knowledge they share) [7], require more explicit positive evidence of mutual
understanding than casual conversations without a set goal. In the latter, absolute certainty about the current status of common ground
is not as important from a strictly functional perspective [S5]. BCs might be seen here to primarily serve a wider range of social
functions [8]. This might be reflected in the types of lexical tokens interlocutors use to express feedback, as well as in the intonation
contours produced.

To investigate the interplay of lexical choice of BC and intonation contour within different conversational settings, we conducted
a pilot study. Two dyads of monolingual German speakers were recorded in two different settings, first while having a spontaneous
conversation and then while taking part in a Map Task. It is important to note that the visual channel was available only in the
spontaneous conversations.

For a first exploration of our data set (Map Task: 198 BC tokens; spontaneous: 37 BC tokens), we categorized intonation contours
into rising, falling, and level contours by measuring the difference in semitones between the beginning and the end of each token. We
found that intonation contours differed according to conversational setting. Table 1 shows that, in task-oriented conversation, speakers
used predominantly rising tokens (53.1%) while in spontaneous conversation most tokens were produced with falling or level
intonation (fall: 45.9%, level: 40.5%). Previous research on West Germanic languages has proposed that rising intonation is typical
for BCs [9], whereas falling or level intonation is associated more often with filled pauses, which stand in direct contrast to BCs in
terms of dialogue management (serving to extend the ongoing turn of a speaker, rather than that of the interlocutor) [10]. Moreover,
in our study speakers used more ‘standard’ lexical types of BC like “ja” (yes), “mmhm”, and “okay” in Map Task conversations. In
spontaneous conversations, on the other hand, almost a quarter of all utterances were ‘non-standard’ BC types like “stimmt” (right),
“voll” (totally) or “cool”, which in related work on task-oriented dialogues accounted for less than 10% of all tokens [11, 12] (see
Figure 1).

These findings suggest that the production of backchannels differs between task-oriented and spontaneous conversations. While
in Map Tasks there is an inherent, functional motivation for interlocutors to constantly update and confirm the current status of
common ground using positive feedback signals, spontaneous conversation, without an explicit goal, does not necessarily require the
same degree of precision. This may be behind the use of a greater variety of lexical types and prosodic realisations, suggesting that,
overall, BCs are used in a more varied and flexible manner in the absence of a constraining and goal-oriented conversational context.
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TABLE III. PROPORTIONS OF INTONATION CONTOUR BY CONDITION

» Proportions of intonation contour
Condition
Fall Level Rise
Map Task 30.6 % 16.3 % 53.1%
Spontaneous 45.9 % 40.5 % 13.5%
Spontaneous Maptask
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Fig. 2. Pitch movement in semitones for individual BC tokens in spontaneous and Map Task conversation. Cyan diamonds represent mean values; positive values
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represent rising contours; negative values represent falling contours.
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. INTRODUCTION

Second or foreign language (L2) fluency has been widely studied from the perspective of temporal features related to speed and
pausing. Studies have found measures such as speech and articulation rate as well as pause duration, pause frequency, and pause-time
ratio to affect the perception of L2 fluency [1,2,3]. Pause locations have been less studied, but they have also been found to have a
significant role in perceived fluency [4,5]. Fluent speech tends to have pauses at grammatical junctures, whereas disfluent speakers
often pause within clauses or utterances [6,7]. Research on the effect of pausing on the perceived fluency and proficiency in L2
Finnish has yet remained marginal. In a recent study, we measured temporal fluency from spontaneous L2 Finnish speech and found
that the rate of silent pauses (> 250 ms) and average duration of a composite break (> 250 ms) significantly affect the perceived
proficiency and fluency [8]. However, this was not the case for all L2 speakers: some speakers with similarly high pause rate vary
notably in their proficiency and fluency ratings. In the current study, we scrutinize this observation by analyzing pause locations in
relation to perceived fluency and proficiency. This study is part of the (anonymized) project that investigates and develops automatic
tools for spoken L2 assessment and practicing purposes.

Il. MATERIALS AND METHODS

The speech data consists of a subset of the data used and described by Authors in [8]. Ten spontaneous speech samples with
similar rate of silent pauses >250 ms were selected for pilot analysis: five speakers with beginner level (A-level) Finnish proficiency
and five speakers with intermediate level (B-level) Finnish proficiency. The fluency ratings differed correspondingly between the
speaker groups.

Previous studies have investigated the effect of pause location to speech fluency mainly with regards to their occurrence between
or within clauses [4] or constituents [6]. Here we investigate pauses between and within clauses (defined as a constituent that links a
predicate to a subject or object) and phrases (defined as a group of words that act together as a grammatical unit, but do not necessarily
include a predicate). We analyze pauses between and within noun phrases, verb phrases, and adverbial phrases. Both clauses and
phrases were considered to include more than one word. In addition, pauses within words, or between an incomplete and a corrected
word, were measured. All pause types and their definitions are presented in Table 1.

TABLE I. PAUSE TYPES
Pause type Abbreviation Variables computed
Pause (> 250 ms) between clauses BCP mean duration (meanBCP), rate (BCPrate), ratio (BCPratio)
Pause (> 250 ms) within clause WCP mean duration (meanWCP), rate (WCPrate), ratio (WCPratio)
Pause (> 250 ms) between phrases BPP mean duration (meanBPP), rate (BPPrate), ratio (BPPratio)
Pause (> 250 ms) within phrase WPP mean duration (meanWPP), rate (WPPrate), ratio (WPPratio)
Pause (> 250 ms) within word WWP mean duration (meanWWP), rate (WWPrate), ratio (WWPratio)

Pauses between and within clauses and phrases were manually annotated in spontaneous speech samples using Praat [9]. Pauses
were considered to include either silence or hesitations such as “umm” or “hmm”. Pause rates were operationalized as number of
pauses per minute, and pause ratios were operationalized as the relative proportion of pause type in response (total duration of
pauses/total duration of response). Pause measures were computed from extracted annotation intervals using R [10].

I1l. RESULTS

The pause variables were compared between the two speaker groups using Wilcoxon rank sum test with continuity correction.
Clause-based and within-word pause measures failed to provide significant differences between groups. Instead, three phrase-based
pause measures differed significantly between the speaker groups: meanBPP (p < 0.05), BPPrate (p < 0.05), and WPPratio (p <
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0.05). The distributions of phrase-based pause measures are shown in Fig. 1. Differences in distributions are also visible in
meanWPP, WPPrate, and BPPratio, although the differences remained non-significant. Expectedly, the mean durations of WPP and
BPP were longer in A-level speakers than B-level speakers. Similarly, the WPP ratio was significantly higher in A-level group than
in B-level group. WPP rate, however, did not provide significant differences between the groups. BPP rate, in turn, was significantly
higher with B-level speakers than A-level speakers, indicating that intermediate speakers pause more frequently between phrases
than beginners.

mean BPP mean WPP BPP rate WPP rate BPP ratio WPP ratio
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Fig. 1. The distributions of phrase-based pause measures within A-level (blue) and B-level speakers (yellow).

IV. DISCUSSION AND CONCLUSIONS

Results from the pilot study indicate, in line with previous studies, that fluent and disfluent speakers do in fact differ with respect
to their pause distributions [4,6]. Differing from previous studies, however, clause-based pause measures did not provide significant
differences between speaker groups. Instead, the results show that beginner L2 Finnish speakers keep longer pauses both between
and within phrases than intermediate L2 speakers. Interestingly, the rate of pauses between phrases was significantly higher with B-
level speakers than with A-level speakers, while the rate of pauses within phrases was somewhat higher with A-level than B-level
speakers, although the difference remained non-significant. The reason can be in the operationalization of pause rate: here we
measured pause rate as average number of pauses per minute, but since the pauses of A-level speakers are significantly longer in
duration than the ones of B-level speakers, a more relevant measure would be the number of pauses in relation to number of phrases
in response [4]. Pauses within words provided no significant differences between the speaker groups, but the occurrence of such
pauses was sparse.

To conclude, the results here indicate that intermediate L2 Finnish speakers seem to have a pausing pattern that supports the
syntactic structure in speech better than beginner L2 Finnish speakers. Phrase-based pause measures seem to work better than clause-
based pause measures, but the deficiencies in syntactic structure in L2 speech sometimes make the detection of phrases challenging.
In the future, we will extend the investigation of pause conditions to a larger data collected from L2 Finnish speakers and test the
effect of pause location to fluency and proficiency ratings with regression models. The results can have important implications for
the development of automatic feedback for practicing L2 speaking skills as well as for the improvement of automatic L2 speaking
assessment.
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I. INTRODUCTION

A non-native accent can be detrimental to the quality of communication. Previous research has shown that foreign accents
influence the comprehensibility and intelligibility of speech [1], the attitudes of native speakers to speakers of accented speech [2],
and the quality of life of immigrants in their target language communities [3]. While much of the focus of L2 learning and teaching
has been to remedy this situation by focusing on improving the accent of non-native speakers, it is also possible to approach the
problem by training native speakers to listen to non-native accents [4]. Both experience in listening to non-native accents [5] and
instruction [6] improves native speaker ability to comprehend non-native speech. Based on these results, Clarke and Garrett conducted
research which demonstrated that reaction times identifying accented words improved after exposure to just 12 low-context sentences.
The results lead them to conclude that native speakers are able to rapidly adjust to non-native speech with minimal exposure [7].

To date, much of the research in this area has been conducted with native speakers of English. Considering Japan will increase
the number of foreign workers [8], it is necessary to determine if Japanese native speakers can adapt rapidly to non-native Japanese
pronunciation. This paper reports research which attempted to confirm if the rapid adaptation to non-native English accents by native
speakers could be replicated for Japanese native speakers listening to the Japanese speech of non-native Vietnamese speakers.

II. METHOD

40 Native Japanese university students were recruited and offered 3000 yen in exchange for their participation. They reported
minimal contact with Vietnamese speakers of Japanese. A Japanese version of the Revised Speech Perception In Noise (SPIN-R)
test [9], [10] was created. 32 three-mora (2-3 syllable) pairs of words with similar frequencies (10-50 wpm) were selected from the
Balanced Corpus of Contemporary Written Japanese [11]. The pairs of words differed by just one phonetic element (ex. chizu (map)/
chiizu (cheese). Eight blocks of four words each were created ensuring each block had a similar phonetic make-up. Low context
sentences of similar length were created as carrier sentences for the words (eX. futon/futan ni tsuite ooku no hito kara fuman ga deta.
(Many people were dissatisfied with the “beds/burden”). The target words were placed at the beginning of the sentence, to account
for Japanese language structure. (They are at the end in the English version [7]). Two blocks were selected for the practice tasks, four
for the experiment tasks, and two for the baseline tasks. The sentences in the practice and baseline tasks were recorded by a female
native Japanese speaker using a Sony PCM recorder (44 KHz). The four blocks in the experimental tasks were recorded by a
Vietnamese female intermediate Japanese speaker and by a different female native Japanese speaker.

The experiment was conducted using the Gorilla experiment builder [12]. The participants were randomly assigned to three
groups: the base group, the control group, and the experimental group. All groups completed the practice tasks first. The base group
completed the four blocks recorded by the native speaker, the control group completed the first three blocks recorded by the native
speaker and the final block by the Vietnamese speaker, and the experimental group completed all four blocks recorded by the non-
native speaker. All groups completed the baseline tasks last. For each of the words, the participants completed a judgement task.
Immediately after listening to the recording of the sentence, the participant was asked to judge if the word on the screen matched the
word in the sentence. Once the answer was provided, the participant was given feedback on the accuracy of their choice. The reaction
time between listening to the sentence and completing the judgment task and the correctness of the judgement was recorded.

The reaction times for each of the words was adjusted by subtracting the average baseline response time. Any incorrect responses
(35) and responses that took longer than 3000 milliseconds (3) were removed from the data. The means were analyzed with a mixed
effects ANOVA using the ezZANOVA command in the ez package in R [13]. If rapid adaptation was taking place, reaction times
would increase in the control group’s 4th block when compared to the experimental group.

III. RESULTS AND DISCUSSION

Fig. 1 shows the results of the adjusted reaction times for each of the groups by block. The results of the mixed effects ANOVA
using the Huynh-Feldt Correction demonstrated that there was an overall effect for Group, (F (2, 37) = 3.47, p =.042), Block (F (3,

111)=21.1, &rg = 0.87, p <.001) and an interaction effect between Group and Block (F (6,111) = 5.94,re = 0.87, p <.001). Follow-

up analyses demonstrated there was a significant interaction between the Experiment Group and the Control group across Block 3
and Block 4 (F (1,24) =12.62, p =.002).
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The results replicated those of Clarke and Garret [7], demonstrating that Japanese native speakers exhibit rapid adaptation to non-

native Japanese pronunciation, in this case of a Vietnamese speaker. The significant Group (Control and Experiment) and Block
(Block 3 and Block 4) interaction where the experiment group improves its response times, but the control group slows its response
time clearly demonstrates that the experimental group has learned to identify non-native speech at a faster rate than the control group,
likely, as a result of greater exposure to non-native speech. The results also showed that all groups improved on the task over time, as
was expected. However there was some unexpected variability in the responses. This is most likely because of variable reactions to
the words and some of the non-native speaker items were mistakenly identified more than others (kookyuu (luxurious) - 7 times),
kaban (bag) - 5 times, renzu (lens) - 6 times). It may be useful to increase the block sizes in future research and select words which
do not impact on comprehension to reduce error from this source. Future research would also need to confirm the robustness of this
effect: how long does it last, and does this adaptation transfer to other non-native speakers.
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I. INTRODUCTION

Compared to many other language subskills, second language (L2) spoken skills and pronunciation learning are notoriously
time-consuming and laborious tasks that the L2 learner frequently has to face alone, as pronunciation is not always sufficiently
addressed in L2 classroom instruction [1, 2]. Input quality and quantity have been shown to be essential for the L2 pronunciation
learning outcomes (e.g., [3, 4]). However, they do not always seem to be enough for L2 pronunciation development [5]. As a
consequence, it has been argued in previous research that learners benefit from activities that bring the target pronunciation structure
into the learners' attention through consciousness-raising, which can be achieved with explicit pronunciation instruction or phonetic
training [6, 7]. Consciousness-raising aims at the learner's noticing of the target feature. Noticing can be divided into noticing the
form (e.g., becoming aware of quality differences between the English /i-1/) and noticing the gap between one's production and the
target production [8]. Noticing the gap can occur spontaneously or through corrective feedback. Even though previous studies have
indicated that noticing the gap is beneficial [9], earlier research also demonstrates that L2 learners have difficulties in noticing when
their pronunciation is being corrected (e.g. [10]). The objective of our study was to examine the noticing of gap of Finnish learners
of English after attending one semester course on English phonetics and phonology.

II. DATA AND METHODS

The participants of the study were 34 L1 Finnish university-level learners of English who can be considered highly proficient
learners and users of English (CEFR level B2-C2, as shown by the LexTALE vocabulary test). The participants attended a 12-week
long practical course in English phonetics and phonology, which focused on segmental and suprasegmental pronunciation features
in teaching groups using either British or American English sound system as the model. At the beginning of the semester the
participants read a list of CVC words containing difficult segments for Finnish EFL learners [11]: voiced plosives in initial and final
position, voiceless initial plosives, and /i-/. At the end of the course, the participants completed a 'thinking about your pronunciation'
activity. In this activity, the participants listened to their recordings and marked in a form whether their pronunciation of the given
sound was accurate or not. Sounds marked as 'inaccurate' were taken as instances of noticing the gap between one's production and
the target form. In order to increase noticing, each word was played three times and the participants were asked to focus on one
sound segment at a time. The participants could additionally elaborate on the deviations they had noticed. The sound segments were
analysed by pronunciation experts to confirm the accuracy of the productions and the instances of pronunciation deviations. Noticing
scores were calculated by comparing the pronunciation deviations indicated by the pronunciation experts with the participant’s
verbalizations of inaccuracy. The data were analyzed quantitatively and qualitatively.

III. RESULTS AND DISCUSSION

An analysis of the accuracy data indicated that, overall, the participants produced the target sounds with high accuracy (1/=90.45,
SD=6.70), even though individual variation was observed, with accuracy in some categories for some participants being only 37.5%
and for others 100% across categories. A one-way repeated measures ANOVA was conducted to compare the accuracy in initial
consonants, final consonants and vowels. There was a significant effect for target sound [F(2,27)=8.65, p<.001, partial eta squared
=.39.] Post hoc analysis with a Bonferroni adjustment revealed that accuracy in final consonants was significantly higher than in
initial consonants (p<.001) or vowels (p=.036), but that the accuracy between initial consonants and vowels was not statistically
different (p>.05). As for the noticing, the results indicate that, although the learners were in the possession of the necessary
metalanguage due to their studies and the explicit nature of the task, the learners only reported noticing on average 25.91% (range:
0-100) of the target sounds. Taking a closer look at noticing, two patterns emerged: over-sensitivity and under-sensitivity. The first
pattern referred to participants who identified pronunciation deviations in segments that were produced accurately. The second
pattern referred to participants who failed to identify a pronunciation deviation when it had occurred (failure to notice the gap,
reflected in the noticing score). A closer look at the oversensitivity data indicated large individual variation in this phenomenon:
range: 0-22.22. A medium positive correlation was observed between participant's L2 proficiency level and the noticing score so
that participants with higher L2 proficiency noticed more segmental deviations (»=.370, p<.0.5, »=29). When interpreting the results,

All rights reserved@ isaph4



37
4™ International Symposium on Applied Phonetics (ISAPh2022), September 14-16 2022, Lund University, Sweden

it has to be borne in mind, that the participants' overall production accuracy was very high. In our presentation, we will discuss the
findings from a pedagogical perspective, looking at both lack of noticing the gap and oversensitivity, and consider the role of
phonological self-awareness for L2 speech learning in instructed learning contexts.
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I. INTRODUCTION

We aim to determine whether the articulatory and temporal properties of palatalization of Russian L1 learners of Estonian deviate
from the native Estonian production. The motivation for the study came from the students who reported [1] that they are not
comfortable speaking Estonian because of their accented speech. Phonetic research on Estonian foreign-accented speech has mostly
dealt with the production and perception of Estonian ternary quantity contrasts and Estonian vowel categories but not with
palatalization.

A consonant is palatalized when coarticulated with a neighboring front vowel or a glide /j/. In Russian, palatalization is very
salient and most of the consonants have a palatalized and non-palatalized variant. In Estonian only four alveolar consonants /1, n, s, t/
can be phonologically and phonetically palatalized. Unlike Estonian, the cue for palatalization in Russian is marked in orthography.
Word-initial consonants are not palatalized in Estonian but are in Russian. In both languages' palatalization is realized by
simultaneously raising the tongue to the palate while the primary consonant constriction remains. The tongue is also more anterior
and wider with palatalization [2]. When the trigger for palatalization follows the palatalized consonant, the quality of the preceding
vowel is consistently affected [3]. Presumably, because of the palatalization gesture, the duration of the vowels is lengthened too with
palatalization as the body of the tongue has to move up to the hard palate [4]. More research is needed to draw the attention of the
language learners and teachers on the possibility that the incorrect usage of palatalization might intensify Russian-accented speech in
Estonian.

Theories that explain the second language (L2) acquisition and the underlying reasons for accented speech converge on the idea
that the native language (L1) sets the boundaries to the limits in perceiving and producing L2 because learners perceive sounds in L2
in accordance with their L1. Most relevant to the current study are PAM(-L2) - Perceptual Assimilation Model [7] and SLM(-r) -
Speech Learning Model [8]. SLM(-r) predicts the ease of token-by-token acquisition, but PAM(-L2) deals with the assimilability of
contrasts. SLM predicts that when a sound in L1 is similar to the sound in L2, the learners will have to create a new category or split
their existing L1 category. If the sound in L2 is new, the learners will have to create a new category altogether. The assimilation
pathways posited by PAM(-L2) are very similar to the equivalence classification proposed by SLM framework. PAM(-L2) posits
many pathways but two are relevant to the current study: (1) two-category assimilation in which the learner maps two contrasting L.2
sounds to two different L1 categories. This is the easiest type of assimilation for the learners, and they should be able to discriminate
between the two L2 sounds easily. (2) Single-category assimilation in which two L2 sounds are assimilated to a single category in
L1.

Thus, the research questions and hypothesis for the current study are as follows: What are the articulatory and temporal properties
that describe Russian L1 Estonian L2 palatalization in contrastive word pairs and in i-stemmed nouns? Are these properties similar
to or different from Estonian L1 speakers’ productions? Recognizing palatalization from the text might be a problem for the learner
because it is not marked in orthography in Estonian as it is in Russian. Based on the predictions of SLM(-r) and PAM(-L2), it can be
hypothesized that if there are differences between native and nonnative productions, then those differences will reflect the phonetic
details of the native language of the speaker. Palatalization is a “similar” category for Russian speakers for which “two-category” or
“single-category” assimilation will likely occur. Thus, we hypothesize that the position of their tongue and any temporal cues will be
different from native speakers’ productions.

II.MATERIALS AND METHODS

The participants were asked to fill out a short questionnaire, which included questions about their demographic background, the
place of birth of their parents, what kind of language was spoken in their kindergarten and school, and their assessment of their
language proficiency on a 5-point scale. The Russian L1 group consisted of 24 speakers (17 female, 7 male, mean age 26, SD 8.7).
All of them were born and had been living in Estonia. They reported that their native language is Russian, and they spoke Russian at
home with their parents. The control group consisted of 21 native Estonian speakers (11 female, 10 female, mean age 28, SD 6.2).
They all went to an Estonian kindergarten and school. The data analyzed in this study includes two sets of words: a) 11 minimal pairs
of monosyllabic words, where the word-final consonant is either palatalized or not; b) 26 monosyllabic /i/-stemmed words in the
nominative case with a word-final palatalized consonant.

The articulatory data were recorded with a Carstens AG501 electromagnetic articulograph. The sensor on the anteo-dorsum was
used to estimate the height of the tongue. The sensor on the medio-dorsum was used to estimate the anteriority of the tongue. Tongue
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lateral sensors were used to calculate the width of the tongue by subtracting the data from one sensor from the other. All productions
were manually checked for any incongruencies, and some of the data had to be discarded.

Statistical analysis was carried out with the R software [9]. Generalized Additive Mixed Model (GAMM) was used from mgcv
package [10] to estimate the effect of palatalization, L.1, consonant, and the preceding vowel on the height, width, and the anteriority
of the tongue while producing vowels and consonants, and to compare the trajectories of Russian L1 speakers with Estonian L1
speakers. Segmental duration values were tested with Linear Mixed Model from /me4 package [11]. In all of the models, a random
intercept for the speaker was included.

III. RESULTS AND DISCUSSION

First, we looked at palatalization in phonologically contrastive pairs. Russian L1 speakers' tongue dorsum was higher and more
anterior with palatalization. The width of the tongue of Russian speakers varied without a systematic pattern. When we compared
their palatalized tokens to Estonian L1 speakers, we found that palatalization in the Russian .1 group was inconsistent. Only in some
vocalic and consonant contexts were similar to native production. In many cases, the tongue in the Russian L1 group dorsum was
lower and more posterior than in the control group. The width of the tongue was similar between the groups. This indicates that the
width of the tongue of Estonian L1 speakers in our current study also varied without a systematic pattern. These differences between
the groups can be explained by the fact that the proficiency of the participants in our study varied a lot even though they were all born
and had been living in Estonia their whole lives. Their self-assessment of their Estonian proficiency was relatively high (average 4.1
on a 5-point scale) and even came close to the native speakers’ self-assessment. It must be noted that we had to discard ~50% of the
test words in word pairs because they were not produced as expected. The participants palatalized consonants that were not palatalized
and vice-a-versa. Besides the phonologically distinctive word pairs, we also looked at how Russian L1 speakers articulate i-stemmed
nouns where the final consonant should be palatalized, but palatalization does not distinguish a meaning. Compared to Estonian
speakers, the tongue dorsum of Russian L1 speakers was lower when producing these consonants and the preceding vowels. However,
the anteriority and the width of the tongue were similar. Russian L1 speakers probably do palatalize word-final consonants in i-
stemmed nouns but with a lower tongue dorsum. The results from both contrastive word pairs and i-stemmed words suggest a pattern
of language-specific articulatory settings [5], [6] that differentiate both languages. Because of that, the realization of their segments
is different.

Although articulatory movements showed that Russian L1 speakers palatalized consonants somewhat similarly to native speakers,
the duration of the vowels was not systematically longer. Consonants, on the other hand, showed some tendency to be longer with
palatalization. When we compared their results to native speakers, we found that both in phonological pairs and i-stemmed nouns, the
duration of palatalized consonants and the preceding vowels of Russian L1 speakers were significantly shorter. In Russian, the
palatalized consonant is sometimes lengthened because of the aspiration that accompanies the consonant.

The results in the light of SLM(-r) and PAM(-L2) suggest that Russian L1 speakers' palatalized tokens are different from native
speakers because they are not sufficiently sensitive to the fine acoustic and articulatory details. Although participants in the study
have been living in Estonia for their whole lives, they still produce palatalization differently than native speakers. As all of the
participants used Russian at home all of their lives, they are attuned to their native language in the production of palatalization, and
they use different motor patterns to achieve the segmental goals. The results suggest that a two-category assimilation might have
happened and that obtaining a similar contrast in another language can be a problem for the learner.
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There are certain crimes that occur where the perpetrator is heard, but not seen. In such cases, the ‘earwitness’ may be asked by
the police to undertake a voice parade, where the witness is asked to identify whether the voice of the perpetrator is present among a
series of similar sounding voices. While the utility of voice parades in these situations is undeniable, those familiar with research
focusing on voice parades will be aware that voice parade experiments generally shows that accuracy rates are low, particularly in
lab-based parades which simulate an innocent suspect (i.e., where the target voice is not included, e.g., [1]). As the results and
recommendations stemming from voice identification research undertaken in a lab can influence policy changes, it is vital that the
procedures used in these lab-based experiments are ecologically valid, i.e., they should reflect the ‘real world’ as much as possible to
reduce the risk of inappropriate policy changes being recommended.

In most lab-based voice parades, participants are first exposed to a voice that simulates a listener hearing a perpetrator speaking.
Following this exposure, participants are either asked to come back at a later point in time [2] or complete a ‘filler’ task [1] which is
designed to simulate the effects of a temporal gap between the processes of encoding and storage, and later retrieval of the memory
of the voice. However, it is not too broad a leap to imagine that if the earwitness realizes that what they have overheard involves a
crime, there is a good chance that they will think back upon what they heard after the fact. In other words, there would be a period of
reflection post-encoding. There are grounds to believe that such a period of reflection may be effective when trying to recall a voice
at a later stage for comparison. For instance, reflection may promote cue utilization [3]. The cue utilization perspective posits that
judgements can be cued by an individual’s theories about encoding conditions and processes [4]. By encouraging individuals to reflect
on a voice they have heard, it may cue them to recall task-relevant details that could influence their response criterion (i.e., the
predilection of the earwitness to respond that the target is present or not present). We propose that to maximise the ecological validity
of lab-based voice parades, this post-encoding reflection needs to be examined using both a temporal retention period and the more
commonly used filler task. In this study, we present the results of two experiments that manipulated the role of post-encoding
reflection in earwitness performance.

Experiment 1 used a factorial two (target presence: present, absent) by two (reflection: reflection, no reflection) design. Three
male speakers of Standard Southern British English were selected from the DyViS database [5] as target speakers. 9-speaker voice
parades were constructed for each speaker using similar-sounding speakers from DyViS as foils, selected on the basis of multi-
dimensional scaling of listener ratings of the similarity of the voices [6], so as to approach the lower bound of earwitness performance
by using voices highly similar in accent and personal voice quality. The parades were constructed using mock police interview
material (DyViS Task 1), following the UK Home Office guidelines [7] only with 15-second parade samples. This experiment was
hosted online using Gorilla and participants were recruited using Prolific. Listeners (N=180) were randomly assigned to one of the
three targets and exposed to a 60-second encoding sample taken from the near-end of a telephone call (DyViS Task 2). Half of the
participants were assigned to a reflection condition where they were given the following instruction: “Imagine that the voice you have
Just heard is that of a criminal. You may be asked by the police to make an identification some time in the future. Take a few moments
now to reflect on the voice. ” The other half were assigned to the control condition, where they were given a simple task which required
the listeners to press spacebar as soon as a fixation point appeared on their screens. In both the instruction and the no-instruction
condition, an interval of approximately 20 seconds elapsed after which listeners completed a 5-minute word-search task with lobby
noise. The listeners were then given instructions to undertake a voice parade. Half the listeners were randomly assigned to target-
absent parades, and half were assigned to parades where the target voice was randomly positioned (1-9) within the parade. The results
indicate that there were no meaningful differences in identification performance between listeners who had post-encoding reflection
and those who did not; nor was there a meaningful interaction between target presence and reflection. We found that responses to
target-present parades were more likely to be accurate than those to target-absent parades, corresponding with previous findings [1].
Importantly, listeners had above-chance accuracy in target-absent parades, but only in the reflection condition (see Fig. 1 which
displays the most likely parameter values for the different conditions for both experiments).

Experiment 2 (N=181) followed the same design as used in the first experiment, except instead of a filler task, participants were
given a 20-28-hour period between encoding and testing (on average, 21.5 hours). As mentioned, the filler task is meant to mimic
the impact that a ‘real’ time gap between encoding, storage and later retrieval would have on memory strength. Thus, it is important
that any effects found in a parade using a filler task can be replicated using a more ecologically valid retention interval. The results
showed no meaningful differences in identification performance between listeners who were in the reflection or control condition,
nor was there any interaction between target presence and reflection. There was no evidence that listeners in target-present parades
were more likely to be accurate than listeners in target-absent parades; this is surprising as target presence is a relatively robust effect
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[1; 2]. Importantly, unlike in Experiment 1, we did not observe above-chance levels for target-absent parades in the reflection
condition.

The results of the two experiments provide tentative evidence that the inclusion of a reflection period facilitates a conservative
criterion shift, reducing the chances of a listener making a positive identification when the target is in fact not present in the parade
(i.e., a false alarm), but not at the expense of hits. This effect, however, was present only in parades which used a five-minute filler
task (Experiment 1) and not when using the longer retention interval (Experiment 2). The pattern of responses suggests the results of
voice parades using a filler task can contribute to our understanding of voice parades, but also suggests that any outcomes need to be
tested using a more ecologically valid retention interval. Future research would benefit by focusing on manipulating both the length
of the reflection period and the wording of the reflection instructions.

Experiment 1 (5-min filler task) Experiment 2 (20-28h retention interval)
60%
® 40%
o
Q
=
@
S 20%
o
0%
T T I T
No Yes No Yes
Reflection

Target Presence: ¢ Absent 4 Present

Fig 1. Point estimates and corresponding 95% Highest Density Interval (HDI) of accuracy extracted from the Bayesian logistic models.
Note. Dashed line represents chance level accuracy (10%)
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I. INTRODUCTION

Two main methods of pronunciation assessment have been proposed in the literature and used with varying success. The first
relies on native rater judgments of notions like intelligibility and accentedness. A large body of work has proven the validity of this
method in various contexts [1]. However, in certain situations the availability of raters is limited, which can introduce a high degree
of variability in the ratings. The second method, acoustic/articulatory analysis, addresses the availability issue by removing raters
from the process but at the expense of partly ignoring the communicative nature of language. A third approach, the use of technological
tools for the automated assessment of pronunciation, while still not as widely used as the other two, has been gaining track in the last
few years, as better, more reliable techniques are developed that could eventually replace or at least complement the subjectiveness
of the human component [2].

On a different level, growing evidence suggests that native-like speech may not be the most realistic goal in many learning
environments [3, 4]. For students training to become English teachers, however, achieving near-native pronunciation may still be a
desirable goal, given the fact that, especially in non-immersive teaching situations where access to native speakers is very limited,
teachers are often the main or only model that students have access to.

The current study investigates the assessment of L2 pronunciation in a group of L1 Spanish/Catalan advanced learners of English.
Subjects were five 3rd year university students majoring in English and with a C1 or C2 overall language level. All participants had
taken a two-semester English phonetics and phonology course with a large pronunciation component and intensive practice in
phonemic and allophonic transcription. Upon finishing their degree, many of these students were expected to go on to become English
teachers at different levels of the educational system, with the largest numbers going to secondary schools as well as specialized
language schools. Consequently, they showed great interest in achieving a level of English pronunciation that could guarantee that
they would be adequate models in their teaching careers. For that reason, these students were considered the ideal population for the
study.

II. METHOD

Participants were asked to record a set of English sentences, as well as a short paragraph and an improvised explanation of a
complex situation from a newspaper headline. The sentences and the paragraph were created to make sure that they contained
instances of advanced features of English pronunciation, such as a variety of allophonic variations of stops (aspirated, unaspirated,
unreleased, etc.), as well as other phonological processes such as flapping of /t/ and /d/, glottalization of /t/, and palatalization of /d+j/
and /s+j/ sequences across word boundaries. The recordings were obtained in a sound-proof booth using a hand-held digital recorder.

For the intelligibility and accentedness ratings, productions were evaluated, on the one hand, by five native speaker judges and,
on the other hand, by two expert phoneticians who were familiar with the phonetics and phonology course that the students had taken.
In both cases the raters listened to the sentences by the five subjects as presented randomly and were asked to score them on two 5-
item Likert scales, one aimed at assessing intelligibility and the other one accentedness.

In addition, an acoustic analysis was performed on two aspects, voice onset time as a measure of stop allophonic variation, and
duration and relative intensity of the constriction associated with flapped /t/. The relative intensity was calculated as a difference
between the intensity values of the flapped consonant and the following vowel.

III. RESULTS

Preliminary findings show that, while the expert phonetician ratings were largely in agreement with the results of the acoustic
analysis, showing a significant degree of speaker variability in their successful productions of stop allophonic variation and flapping,
the native speaker ratings consistently evaluated the productions with very high scores, with little or no significant differences across
subjects or raters.

These results can be indicative of the existence of a ceiling effect in the evaluation by the native speakers, who did not find the
subtle differences in advanced features such as aspiration and flapping to be relevant in their evaluation of the subjects' productions.
Though these features may in reality not be particularly important for effective communication in the L2, they are indicators of a high
level of proficiency which could be of interest to future language teachers who strive to become accurate language models.
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While still incomplete, the results seem to point to the need to reassess or fine-tune the use of intelligibility and/or accentedness
ratings for the evaluation of L2 pronunciation, whether by making these constructs more precise or selecting raters to fit specific
requirements, in order to accommodate the needs and goals of highly proficient learners.
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I. INTRODUCTION

In many criminal cases investigators rely on the testimony of witnesses who have heard rather than seen a crime in order to
establish the identity of the perpetrator. These ‘earwitnesses’ may be invited to take part in a voice parade (VP). In contrast to their
well-established visual counterpart, however, auditory identification parades are rare because they are costly, being difficult to
design, implement and interpret. It has therefore been a recurrent goal of both phonetic and psychological research to find ways of
eliciting more reliable testimony from earwitnesses and to ultimately make VPs more viable.

A considerable amount of research has been undertaken to standardise and improve the VP procedure by e.g., optimising the
quality [1], duration [1], [2], and presentation of the stimuli [3]. While these studies focus on variables that can be influenced by the
investigator who sets up a VP (“system variables”), the present study aims to complement these findings with an analysis of inter-
listener differences (“estimator variables”), which cannot be influenced by the investigator. The underlying assumption is that
untrained listeners differ markedly in their abilities to recognise voices and might therefore not be equally suited for a standardised
VP. Psychological tests, above all the Bangor Voice Matching Test (BVMT) [4] and the Glasgow Voice Memory Test (GVMT) [5],
have already shown a wide range of listener performance ranging from developmental phonagnosia to ‘super recognition’. Whether
these results apply to earwitnesses is questionable, however, as the stimuli used in these studies were created from isolated vowels
(GVMT) or syllables (BVMT), rather than naturalistic speech.

The present study addresses this problem. It is the first in a series of experiments intended to characterise the role of the listener
in lay speaker identification tasks. Like the BVMT, it focuses on the immediate voice recognition skills of the listener, i.e. excluding
memory processes as far as possible.

II. METHODOLOGY

A. Stimulus Selection

The stimuli for this experiment were taken from task 1 of the DyVis corpus [6], which consists of mock police interviews with
100 speakers of Standard Southern British English, aged 18 to 25. This dataset was chosen because the foil recordings used for the
construction of a VP are usually taken from police interviews of unconnected cases [1]. Moreover, the relative homogeneity of
speakers allowed control of language-related features of voice, such as accent, ensuring that the identification is predominantly
informed by biological and habitual features of voice, such as f0, voice quality, and articulation rate. An expert constructing a VP
would aim to create a similar type of variability. Some recordings were not considered for the stimuli, because they exhibited
different recording conditions (n = 3), a different regional accent (n = 1), or a possible speech disorder (n = 8).

Forty-eight out of the remaining 88 recordings were used in this experiment (the other 40 recordings were used for further
experiments within this study). Two 10s-long extracts were selected for each of the 48 speakers, one for the first exposure of the
participant to the voice and one for subsequent identification. All 96 extracts were converted from stereo to mono and amplitude
normalised to ensure that participants focused on the voice rather than the characteristics of the recording. Noise reduction was
performed where necessary.

B. The Task

One hundred British participants (50 male, mean age = 36, SD = 13.8) took part in an AX discrimination task hosted on Paviovia.
For the stimuli, 96 pairs of various difficulty were created from the 96 extracts. Difficulty was determined by the average f0
difference between the extracts in a pair (range = 0 - 20Hz, mean = 5SHz). The parameter was chosen as previous studies have shown
that f0 plays a pivotal role in judgments of voice similarity [3]. Three stimulus lists were created, that were deemed equally difficult.
This measure was taken to avoid the possibility that significant results would be obtained by chance. Each list contained 16 same-
speaker pairs and 16 different-speaker pairs. In each list the pairs were sampled from all 48 DyVis speakers.
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Participants were assigned one of the three stimulus lists. They were asked to provide a same/different rating for each pair, the
reaction time of which was also recorded via the Paviovia software. Participants also reported their confidence on a 6-point Likert
scale at the end of the experiment. It was hypothesised that participant performance would (1) be stable across the three experimental
groups, but (2) vary significantly within each group.

III. PRELIMINARY FINDINGS

Signal Detection Theory (SDT) indices were calculated for all participants, taking into consideration hits (a same-speaker pair
was correctly classified as such), false alarms (a different-speaker pair was wrongly classified as same-speaker), misses (a same-
speaker pair was classified as different), and correct rejections (a different-speaker pair was correctly classified). Further relevant
measures include the percent correct (PC), which is a combined measure of hit rates and correct rejection rates, and d’ (d prime),
computed as the difference between standardised hit rates and false alarms. The d’ value reflects the individual participant’s
sensitivity as a trade-off between hits and false alarms. In this connection, a d’ value of 0 is equivalent to chance level while a value
close to 3 indicates perfect discriminability. A negative d’ score means that false alarms exceed the number of hits. The BVMT,
which is also an AX discrimination task, assessed participant performance based on the PC alone, meaning that individual
performance can only be assessed against the performance of the reference population. The d’ score was therefore deliberately
chosen in this experiment as it is reflective of participant behaviour rather than participant performance.

Results are summarised in Table I. The test produced an average PC score of 75, which is exactly halfway between performance
at chance level and perfect performance, and a first indication that f0 was an adequate predictor of the test's difficulty. Both the
Jarque-Bera Test and the Shapiro-Wilk Test suggested a normal distribution of PC scores. In support of hypothesis (1), participant
performance was similar across the three experimental groups, with mean PCs of 75.4, 75.5 and 74.1, respectively. As predicted by
hypothesis (2), the results also demonstrated a wide range of participant performance, including two “super recognisers” (>= 2SDs
above the mean), and four participants at the opposite end of the spectrum (<= 2 SDs below the mean)[S]. A ceiling effect was
avoided, in contrast to the GVMT, in which several participants produced a PC of 100. Participant behaviour produced a wide range
of d’ scores between 0 and 2.9. While the upper margin demonstrates high discriminability and is comparable to the GVMT’s
maximal d’ value of 3.1, discriminability never dropped below chance level, as observed in the GVMT (min. d” =-0.7) [5]. Formal
analysis of variation in the results correlating with demographic categories, reaction time and confidence is ongoing, but preliminary
results suggest that earwitness behaviour varies greatly and that a criterial norm for this behaviour can be established via the d’
index.

TABLE L. SUMMARY STATISTICS OF THE PRESENT EXPERIMENT

Voice Recognition Test, N = 100 (50 male)

Min. Max. Mean Median SD
Participant Age 18 68 36.0 38.9 13.8
PC 50.0 93.8 75.0 75.0 9.1
d’ 0.0 2.9 14 14 0.6
IV. OuTLOOK

The 100 participants who took part in this experiment were invited to two further experiments focusing on
the memorisation abilities of lay listeners as well as task awareness, which is intended to shed light on the
interactions between these different estimator variables. While certain characteristics of a crime scene, such
as the psychological impact of the crime on the witness, are not addressed here, these controlled tests are a
steppingstone to establishing credibility in the individual witness rather than a procedure.
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I. INTRODUCTION

This talk reports on phonetic differences in production of Mandarin vowels between first language (L1) Mandarin Chinese
speakers and L1 American English, second language (L2) Mandarin speakers. The investigation focuses on the vowels /i u/, which
appear to be similar between the two languages, but which, in fact, differ significantly.

Dialectal and sociolectal differences both in learners’ L1s and in their target L2s are often overlooked in second language
pronunciation research and teaching. While a phonemic approach to language learning and teaching has clear benefits in terms of
simplicity, sub-phonemic differences between language varieties, such as dialectal differences, can prevent the faithful acquisition of
L2 sounds, adversely affecting speaker intelligibility [1] and accentedness [2].

Part of the reason why sub-phonemic differences are overlooked is because of the uncritical use of traditional transcription symbols
of L1 and L2 phonemes. One widely cited description of American English lists its vowel inventory as /itee® aoo v u A 3/ [3],
and one widely cited description of Mandarin lists its monophthongal vowel inventory as /iy u a ¥ a/ [4]. Based on these descriptions,
one could reasonably conclude that /i u/ are the phonemic monophthongs common to both languages. The phonetic realizations of
phonemic vowels, however, often differ from the symbols chosen to represent them, due to regional and social differences affecting
language varieties, as well as the passage of time. But conceiving of sounds in terms of the phonetic values assigned to traditional
transcription symbols instead of the phonetic values present both in the L1 of the learner and the target variety of the L2 risks the
obscuring of salient sub-phonemic differences.

Two such differences are relevant in comparisons of 1) /i/ preceding /1/ and 2) /u/ in all phonological environments. In most
dialects of Mandarin, including Beijing, /in)/ is realized as [i°y], even though the presence of a schwa offglide is considered by some
to be nonstandard or uneducated [5]. Regarding the second comparison, in many, if not most dialects of American English, /u/ is
realized as [&] [6]. In terms of acoustic backness, [4] is in an intermediate position between Mandarin /u/ and /y/, which are typically
realized in their cardinal positions [4]. Yet L2 Mandarin curricula for English learners generally include only /y/ and not /u/, potentially
resulting in an unfaithfully fronted pronunciation of /u/ and less distance between these two high rounded vowels in the L2.
Additionally, the common production of Mandarin /in/ as [i°g] is also often omitted from L2 Mandarin curricula, despite its possible
perceptual relevance for L2 listeners.

II. METHODS AND MATERIALS

Data come from a corpus of 44.1 kHz, 24-bit recordings made in a sound-attenuated studio at the Ohio State University [7]. The
corpus consists of recordings of 10 L1 Mandarin speakers who were born and raised in Beijing and 21 American L1 English, L2
Mandarin speakers studying Chinese as a Foreign Language at the Ohio State University. Of the L2 speakers, 11 were of advanced
proficiency and 10 were of intermediate proficiency. Speakers read three repetitions of 24 target sentences embedded in conversational
scenarios. Recordings were automatically word and phone-aligned, and the first, second, and third formants of each vowel were
measured at 20 equally spaced time intervals. Outliers were detected using Mahalanobis distance and were hand-corrected and re-
measured prior to normalization.

III. RESULTS AND DISCUSSION

Generalized additive mixed models were constructed for each vowel and formant to examine both their normalized formant values
and their time-varying properties. Each model included F1 or F2 as the dependent variable, a fixed parametric term for L1/L2 status,
a fixed smooth term for temporal measurement point, an interaction smooth term for measurement point and L1/L2 status, and a
random smooth term for speaker.

Significant effects were observed both for F2 of /i/ preceding /1/ and for /u/. The significant interaction smooth term for /i/, shown
in Table I, indicates an overall difference in the shape of the trajectory of the vowel based on L1/L2 status. The difference in shape
can be observed in the left panel of Fig. 1, where F2 of /i/ rises for both L1 and L2 speakers, but then decreases towards the end of
the vowel’s duration for L1 speakers (bottom trajectory) only. The significant fixed parametric term for /u/, shown in Table II,
indicates an overall difference in the value of F1 or F2 of a vowel based on L1/L2 status. The difference in backness can be observed
in the right panel of Fig. 2, where there is a visible gap between the L2 speakers (top trajectory) and the L1 speakers.
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The results for /i/ and /u/ suggest that significant sub-phonemic differences exist between L1 and L2 Mandarin speakers despite
the ostensible similarity of the two vowels between Mandarin and American English. Given that such differences can interfere with
speakers’ intelligibility and result in increased perceived accentedness, teachers of Mandarin pronunciation should consider adjusting
their curricula to teach pronunciation of /u/ and of /in/. More importantly, the results of this study demonstrate that second language
learners and teachers would benefit from taking a critical view of the sounds that differ between the learners’ L1s and L2s, a view
that goes beyond simple comparison of phonemic inventories.

TABLE I. GENERALIZED ADDITIVE MIXED MODEL FOR F2 OF /i/ before /1)/ BY L1/L2 STATUS - MODEL COEFFICIENTS

Parametric coefficients:

Estimate Std. Error t value Pr(>lt)

(Intercept) 1.79532 0.05347 39.653 <2e-16 *¥**
L2 0.03647 0.05518 0.661 0.509
Approximate significance of smooth terms:

edf Ref.df F p-value
s(Measurement point) 2.795 2.96 25.814 <2e-16 ***
s(Measurement point):.2 1.00 1.00 5.484 0.0192*

s(Measurement point,speaker) 36.005 120.000 5.858 <2e-16 *¥**

TABLE II. GENERALIZED ADDITIVE MIXED MODEL FOR F2 OF /u/ BY L1/L2 STATUS - MODEL COEFFICIENTS

Parametric coefficients:

Estimate Std. Error t value Pr(>|t)

(Intercept) 0.75590 0.02117 35.698 <2e-16 *¥**
L2 0.11361 0.02594 4379 1.23e-05 ***
Approximate significance of smooth terms:

edf Ref.df F p-value
s(Measurement point) 2.891 2.976 37.690 <2e-16 *¥**
s(Measurement point):L2 1.822 2.184 2.074 0.11

s(Measurement point,speaker) 25.562 120.000 1.819 <2e-16 *¥**

F2 of /i/, L1 & L2 speakers L2 F2 of /u/, L1 & L2 speakers L2
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Fig. 3. Predicted F2 trajectories for /i/ preceding /y/ (left panel), and for /u/ (right panel), with 95% confidence intervals (top trajectories: L2 speakers).
Both panels are based on generalized additive models with L1/L.2 status as both a fixed parametric term and an interaction smooth term with the
temporal measurement point.
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1. INTRODUCTION

It has been a goal of forensic research to assess the potential of the human voice for identifying a person. Formant analysis has
been used as one of several methods for speaker discriminant studies[[1]- [3]. Most studies have focussed only on formant centre
frequencies, trajectories and/or, to a more limited extent, bandwidths [4]- [6]. The current work takes this method further by adding
within-formant measures to help increase the accuracy of formant analysis-based speaker discrimination. It reports on work
conducted on formant bandwidth, centre of gravity, skewness, and kurtosis of the formant peaks as speaker discriminants. A total of
forty-five female Marwari (Indo-Aryan language) monolingual speakers of three different caste dialects (Bishnoi, Jaat, and Brahmin
— 15 speakers per variety) from the Bikaner district (Rajasthan, India) were recruited for the study. For the part of the research reported
here, the speakers were treated as a single undifferentiated group. The recordings were collected from spontaneous and non-
spontaneous speech and focused on eight different vowels. Three modes of data collection were employed. The first mode of data
collection was a list of 80 words (10 tokens per vowel) that the participants were asked to read aloud. The second mode was a picture
description task, i.e., participants were shown a picture of local deities and were asked to narrate a story associated with the deity.
The third method was a conversation where participants were paired and asked to have a natural conversation on a topic of their
choice or choose a topic from a provided list.

II. DATA ANALYSIS

An ANOVA conducted in R showed a significant inter-variety and vowel difference in the Marwari language for wordlist and
story data. Once these differences had been established, the goal was to look at individual speaker discrimination. Spectral measures
of eight acoustic features were extracted from the first four formants. These acoustic features were the centre of gravity, relative
amplitude, spectral bandwidth, LPC bandwidth, spectral peaks, skewness, kurtosis, and standard deviation. Both manual and
automatic formant extractions were conducted with the help of a Praat script. To make this script more accurate, eight different settings
were selected. The settings provided manual control over deciding how to extract the within-formant features from the centre
frequencies. The feature extraction relied upon the amplitude drop (-3dB vs -1dB) and different smoothing settings for the harmonics.
This process was crucial to minimising the number of errors produced by the Praat script. The settings producing the lowest error rate
were selected for further analysis; for -3dB, the error rate was 23%, and for -1dB, it was 6.9%, with the smoothing of 300Hz, 500Hz,
600Hz and 700Hz for F1, F2, F3 and F4 respectively.

As a next step, two models were created, with the first model treating the choice of setting as a factor and the second model
treating vowel and variety as factors. In both models, the participants were a random variable. Results showed that for every spectral
measure, all three factors play a significant role in their own right and that combinations of these factors also yield interesting results
for speaker discrimination. A discriminant analysis was conducted on the features extracted from every variety to predict the
classification rate of these measures in identifying individual participants.

TABLE 1. A CLASSIFICATION RATE OF INDIVIDUAL FEATURES FOR THE CENTRE FREQUENCIES F1-F4

X Classification Times Above Classification Times Above Classification Times Above

Acoustic

Rates Chance Rates Chance Rates Chance
Measures " -

Wordlist Story Conversation
F1+F2+F3+F4 15% 6.5 times 11% 4.5 times 70% 10.6 times
Amplitude F1-F4 13% 5.5 times 13% 5.5 times 70% 10.6 times
Spec Peak F1-F4 13% 5.5 times 12% 5 times 66% 10 times
Spec BW F1-F4 9% 3.5 times 8% 3 times 60% 9 times
LPC BW F1-F4 11% 4.5 times 10% 4 times 56% 8.3 times
COG F1-F4 15% 6.5 times 12% 5 times 56% 8.3 times
SD F1-F4 9% 3.5 times 9% 3.5 times 60% 9 times
Skewness F1-F4 7% 3 times 7% 2.5 times 30% 4 times
Kurtosis F1-F4 8% 3 times 9% 3.5 times 16% 2 times
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III. RESULTS

The initial results showed that all the spectral measures increased the classification rates minimum of 2.5 times. Some features
performed better at classifying participants than others. Table 1 presents the initial results of the discriminant analysis and the
classification rates of the individual features for the wordlist, story and conversational data. The results show that the centre of gravity,
amplitude and spectral peaks were the best performing features of both datasets.

One of the most interesting findings from these results is that amplitude and standard deviation gave the exact same classification
rates for both datasets. Once the individual classification rates were acquired further subsets of the vowels were created. Fig 1 shows
the CR analysis of different vowels for the wordlist data. As represented in Fig 1, some measures performed better than the others in
classifying speakers for individual vowels. The number of occurrences of the centre of gravity was almost as high as the centre
formant frequencies.

Spectral measure performances for individual vowels

i

1 1
I o

g

Fig. 1. A4 classification rate of participants for different vowels for individual measures

Individual CR analysis of the vowels showed a radical increase in the classification of the participants. Table 2 shows that the
vowel /e/ was the best performing vowel, and /a/ was the worst.

TABLE 2. A CLASSIFICATION RATE OF INDIVIDUAL VOWELS FOR EVERY FEATURE TOGETHER( TIMES ABOVE CHANCE)

Vowel Wordlist Story Conversation
/a:/ 31 24 11
e/ 22.5 39.5 13
/o/ 28 33 15.6
N 25 43 15.5
fiz/ 30 24.5 15.6
3/ 20.5 30 15.1
o/ 23.5 33 15
/u:/ 40 28.5 15

IV. CONCLUSION AND FURTHER RESEARCH
The analysis has shown that analysing within-formant measures along with already established features would increase the
accuracy of the speaker discrimination studies. Further analysis on multiple combinations of the features also needs to be conducted
to determine the possibility of identifying the best feature cluster that can be used in speaker discrimination studies. The same analysis
will be further performed on the subsets of three different caste dialects to verify the accuracy of the results throughout these
subcategories. As Marwari language was used as a testbed, the hypothesis will also be tested on other language data sets to verify the
significance of language-independent significance of the features.
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L. INTRODUCTION

Millions of people interact on a daily basis with non-native speakers of their language. While we are increasingly likely to have
conversations with foreign speakers, it has been shown that attending to foreign accented speech presents us with unique difficulties
[1]. Accent can lead to differences in both attention and short-term memory representations [2][3]; however, little is known about
the possible relationship between them. Do we struggle to attend to and memorize the details of a doctor’s instructions when the
doctor has an unfamiliar accent? Do we forget a lesson faster if taught by someone from abroad? This study aims to answer these
kinds of questions by examining the effect of different accents (i.e., foreign, native, dialectal) on cognitive demands and subsequent
information retention. Three different models have been proposed on the relationship between attention and memory within the
context of accented speech:

e The Cognitive Load Theory hypothesizes that an attentionally demanding situation would lead to a drop in memorization
performance [4].

e The Cognitive Effort Theory hypothesizes that an attentionally demanding situation would lead to better memorization
performance [5][6].

e The Indexical Free Theory hypothesizes that accent is an attentionally demanding situation that should not affect memory
performances [7].

To test these theories, we used a dual task paradigm where a primary (i.e., listening to and repeating spoken accented sentences)
and a secondary task (i.e., digital circle tracking) were provided to the participants. This paradigm can assess attention through
listening effort, which is a normalized measure of the cognitive effort required by a dual task as compared to a baseline (i.e., single
task; see formula in (1) as described in [8]. To examine the effect of listening effort on information load and retention, participants
were given a memory task, around 15 minutes after listening (session 1) and again 4 to 6 days later (session 2).

(Listening Effort = 100 % [(Baseline —Dual Task) / Baseline]) €))

For the dual task we predict that foreign accent should show a greater listening effort as compared to native accents, meaning
that there would be an increased demand on attentional resources in the primary listening task, and a consequent decreased
performance on the secondary task of circle tracking. For the memory task different predictions can be made based on the higher
attentional demands of the foreign accent:

The Cognitive Load Theory predicts poorer memory retention performance for foreign compared to native accents

The Cognitive Effort Theory predicts better memory retention performance for foreign compared to native accents.

The Indexical-Free Theory predicts no difference in the memory retention performance for foreign compared to native
accents.

II. METHODS
36 participants (22 Female, mean age=25.89, SD=4.48, range=19-37) listened to and repeated sentences in foreign, dialectal and
native accents (British, Argentinean and Northern Spanish Spanish) while completing the secondary task of tracking a moving circle
on the screen online. Participants performed a memory task immediately after the dual task (session 1), as well as in a delayed
session (4 to 6 days later, session 2). In session 2, they also completed a subjective listening effort rating and a language background
survey. Listening effort scores were obtained for the dual task. D’ scores were calculated for the memory sessions.

III. RESULTS
A. Attention

A two-way ANOVA with accent as a three-level factor (native, dialectal and foreign) and response type (listen and repeat) as a
two-level factor was run on the tracking listening effort data. A significant main effect of response type was found (F(1,210)=4.12,
p=0.04), where listening was associated with higher effort than repeating. No significant main effect of accent was found
(F(2,210)=2.33, p=0.10) and no interaction between accent and response type (F(2,210)=0.41, p=0.66). Exploratory follow-up t-
tests showed that foreign accent seemed to have the highest listening effort scores (foreign vs native: t(35)=1.85, p=.07; foreign vs
dialectal: t(35)=2.26, p=.03; dialectal vs native: t(35)=1.40, p=0.17). On average, participants rated foreign accent as more difficult
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to pay attention to than native accents (Foreign:4.7 effort out of 10, sd: 2.2, Native:1.9, sd:1.9, Dialectal:3.4, sd:1.9). A repeated
measure ANOVA was also run on these subjective listening effort measures. There was a main effect of accent (F(2,90)=13.76,
p<0.0001), suggesting that foreign accent was perceived as more difficult than native (t(30)=5.61, p<0.0001) and dialectal accent
(t(30)=2.91,p=0.003).

B. Memory

A two-way ANOVA with accent as a three-level factor (native, dialectal, foreign) and session as a two-level factor (session 1,
session 2) was conducted on the calculated d’ scores of the memory trials. A significant effect of session was found, where the
session 1 corresponded to higher d’ scores overall than the session 2 (F(1,210)=76.85, p=6.31e-16). A significant effect of accent
was also found (F(2,210)=3.93, p=.02), suggesting that foreign accent was better memorized than native accent (t(35)=3.28,
p=0.002). There was no significant interaction between session and accent (F(2,210)=0.75, p=0.47). See Fig. 1.

C. Attention -Memory relationship

A regression model was fitted to test whether the relationship between listening effort and memory performance was affected
by accent. A significant negative relationship between attention and memory was present in native accent (f =-4.97 , SE =2.14, p
=0.02), but this effect disappeared for foreign (B = -1.42, SE = 1.34, p = 0.29) and dialectal accent ( = 0.07, SE =2.03, p = 0.97).

(8] Foreign
Dialectal ——
I Native

Listening Effort
D' Score
IS
s

Foreign Dialectal Native SESSION1 SESSION2 OVERALL
Average Listening Effort by Accent Old-New Scores by Session

Fig.1. Average listening effort and d’ scores for each of the accented conditions on session 1 and 2 of testing.

IV. CONCLUSIONS
A. Attention

Accent strongly influenced self-reported effort measures, showing that foreign accent had the highest perceived effort reports.
However, listening effort measures were only mildly affected, with exploratory analyses showing the highest scores for foreign
accent. This seems to suggest that foreign accent might require the highest cognitive effort among the accents examined here.

B. Memory
Foreign accent was also associated with better memory performances as compared to native accent.

C. Attention — Memory relationship

While in native accent the higher the listening effort the lower the memory performance is (in line with the Cognitive Load
Theory), foreign accent seems to disrupt this attention-memory trade-off. Specifically, when dealing with foreign accent, high levels
of listening effort do not imply lower memory performances. Instead, foreign accent has a beneficial effect on memory, which is at
least partially in line with the Cognitive Effort Theory. Hence, the relationship between attention and memory does not seem to be
fixed but rather may change as a function of accent.
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1. INTRODUCTION

There is extensive research into the perception and production of English /I/ and /1/ by Japanese native speakers. The phonemes
/1/ and /1/ are not used underlyingly in Japanese — instead /c/ (or /t/) is used, depending on the position in the syllable. However, these
three sounds differ in their articulatory complexity: /1/ has three gestures (tongue tip, tongue root, and lips), /l/ has two gestures (tongue
tip and tongue dorsum), while /t/ has only one gesture (tongue tip). Furthermore, articulation of these liquid consonants in syllable-
coda position often includes a schwa-like element [1, 2], not found in L1 Japanese. Thus, Japanese native speakers often have
difficulty acquiring these English sounds.

Previous studies have found that articulatory training by using ultrasound visual feedback is beneficial for learners acquiring /1/
and /1/ [3, 4, 5]. The training in such research has usually occurred outside Japan, where learners are already somewhat immersed in
English-speaking countries and can get continuous phonetic input. The cost of the ultrasound equipment is still too expensive for
general use, but it’s decreasing and may be affordable in the future. It remains to be answered whether Japanese university students
in Japan can acquire the ability to distinguish English /1/ and /1/ in their speech production after short training sessions, whether they
can do so for both onset and coda liquids, and whether the contrast of tongue contours between /1/ and /1/ corresponds to perceived
intelligibility. This study investigates 1) to what extent Japanese university students are able to articulatorily distinguish English /I/
and /1/ after a total of 3 hours of articulatory training with explicit instructions with the aid of tongue movies, 2) whether it is more
challenging for them to acquire those sounds in onset or coda position, and 3) to what extent (and for what parts of the tongue) their
articulatory contrast correlates with the intelligibility of these sounds for North American English listeners.

II. METHOD

A. Participants and Procedure

An instructor recruited participants from freshman English communication classes in a Japanese university. Six participants (one
male; five female) were chosen on a first-come-first-serve basis. All participants were born and raised in Japan and had no experience
living abroad for more than 2 weeks. Their English level was ‘Independent User level’ (equivalent to CEFR B1-B2, TOEIC average
657.5). Based on pre-questionnaires, none of them judged their own /I/ and /1/ pronunciation to be perfect. None reported any auditory
or visual disabilities.

The group training sessions and recordings were conducted at a language lab in fall-winter of 2019. Participants were instructed
to come to 3 weekly group training sessions (1 hour each). Data was collected once pretest, once posttest, and once delayed posttest,
and participants were instructed to complete pre- and post-questionnaires at home.

B. Stimuli and Training

The reading materials for practice and recording contained minimal pairs differing in /I/ versus /1/. They were read in a carrier
phrase. The pretest consisted of 46 sentences of 23 minimal pairs, while the posttest consisted of 69 sentences — the pretest list plus
23 novel sentences. Each participant read each sentence 14 times from a randomized list. The minimal pairs of words included those
with /l/ or /1/ in word-initial, word-medial, and word-final positions, as well as consonant clusters and challenging sequences. The
first week of training focused on word-initial, the second week focused on word-medial, and the third week focused on word-final
and challenging words. Participants received explicit instructions about the articulatory differences between //, /1/, and the Japanese
/t/. Both groups’ training included watching eNunciate videos (https://enunciate.arts.ubc.ca/), listening to the trainer’s individual
feedback, viewing ultrasound movies of target sounds produced by a Canadian English speaker, and observing peer training. The
training and feedback focused on the movement of the tongue tip/blade and the tongue root and tongue bracing during the production
of these sounds. While all participants saw ultrasound images of the native speaker’s tongue, three of the participants (U-F1, U-F2,
U-M1) also watched their own dynamic tongue shape by holding the probe on their own while being given feedback.

The tongue movies for all participants were recorded with ultrasound and saved on AAA [6]. Using the data, the tongue shape
differences between /I/ and /1/ in onset and coda position were analyzed using ultrasound imaging. Degree of differences in multiple
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regions (tongue tip, tongue body, and tongue root) were computed for pretest and posttest production results. In order to test whether
the magnitude of the lingual difference would influence the intelligibility of those sounds, all sound files were presented in a random
order in an intelligibility test taken by native English listeners on Amazon Mechanical Turk (AMT). Statistical analyses were
performed in R to determine which production differences had the greatest effect on native listeners’ accuracy in the intelligibility
test.

III. RESULTS

A t-test (computed using the built-in function in AAA) showed significant differences in specific lingual areas. Total improvement
of each participant was shown in terms of the increased number of lingual areas of significance, the decrease in variability in tongue
position, and the proximity of tongue shape to that of a model speaker.

The results indicate that four of the original participants successfully increased the articulatory differences between /1/ and /1/ in
both onset and coda, and the tongue tip/blade and tongue root were the main areas in which participants came to control more in
posttest compared to pretest. This indicates that explicit articulatory learning can facilitate the accuracy of fine-grained control of
sounds challenging to L2 learners, and ultrasound imaging is a potentially useful method for detecting the differences over tongue
contours.

leak vs. reek peel vs. peer
e g A T —LL[U
S i g
{(\ \'x ’p'\' }% ‘-«_' X
. i Q kR 4,/') 1 £ \
Tip Root Tip Root Tip Root Tip Root
Pretest Posttest Pretest Posttest
Fig. 1. Subject S-F3 Fig. 2. Subject S-F2

The effect of phonological position varied among participants. For onset position, the largest pretest-posttest difference was
observed in S-F3 (Fig. 1). For coda position, it was S-F2 (Fig. 2). Both participants did not see their own tongue while practicing,
thus shadowing may have been sufficient to improve their pronunciation. In spite of the individual differences, overall, tongue tip in
posttest showed more variability than tongue body, suggesting that the training was effective to facilitate the tongue tip to make a
contrast between the sounds in question. Furthermore, for coda /l/, S-F2, U-F1, U-F2 and U-M1 showed raising/retraction of tongue
dorsum after the training.

Based on the scoring system we developed, most participants (except S-F3) showed greater improvement in coda than in onset.
Such an asymmetry was not expected, because coda position should be more complex in production. Perhaps the schwa-like quality
or reduction of contact in the anterior portion of the palate in coda [7] also enhanced the perceptual difference with the Japanese flap,
which facilitated the learning of the new category [8]. Due to space constraints, AMT results will be reported at the conference itself
and in the proceedings paper.
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English two-member initial #sC clusters' behave differently from other clusters. While non-/s/-clusters do not allow
homorganicity (/pw, /dl/ are not allowed), some #sC clusters such as /st/, /sn/ do. While non /s/-clusters follow the Sonority
Sequencing Principle (SSP) in that the sonority rises from the first consonant to the second (e.g. /pl/, /kr/), in some /sC/clusters such
as /sp/. /st/ this is not the case. In addition to such structural differences from other clusters, data from acquisition studies also suggest
that /sC/ clusters should be examined separately. Since Spanish does not have initial /s/-clusters, an investigation of Spanish-English
bilingual children with phonological disorders provides us the opportunity to compare the patterns that are found in monolingual
English-speaking children, as well as in typically developing Spanish-English bilingual children.

This study investigated the development of English initial two-member #sC clusters in 33 Spanish-English bilingual children
(mean age 5;1) with phonological disorders. The objective was to determine whether sonority sequencing of the targets or the phonetic
quality of C2 (the consonant following the initial /s/) could account for any sub-groupings, and if not, to find out what the governing
patterns are in children’s renditions of these targets. Data were collected via picture naming. The target words were #sC clusters with
different combinations (/sp, st, sk, sm, sn, sl, sw/). Children’s productions were analyzed with respect to their accuracy as well as
their reduction patterns in incorrect renditions.

While a great deal of variability occurred both within and across children, certain general patterns emerged. Children showed
higher accuracy on those targets in which C2 was [+continuant] (i.e. /sl/ or /sw/, whereby C1 and C2 with shared continuances)
compared to the ones in which C2 was [-continuant] (i.e., /st+stop/, /s+nasal/ whereby C1 and C2 have opposite continuances). The
patterns that are found in reductions were also, in general, supportive of the above stated binary grouping, whereby the preferred
retained consonant was the C2 for ‘/s/+[-continuant]’ targets, but was the C1 (i.e., /s/) for ‘/s/+ [+continuant]’ targets. As such, results
show many similarities to those found in another study with a English-speaking group of children with phonological disorders [1],
and in typically developing Spanish-English bilingual children [2], as well as in monolingual English-speaking children [3]. The
significance of the binary grouping by pulling stops and nasals (as C2) together (that is, [-continuant]) reiterates their common
property of completely blocking the airflow through the center of the vocal tract, as opposed to “/sl, sw/ (i.e., ‘/s/+ [approximant]’
clusters whereby C2 is [+continuant].

These targets are treated differently than the canonical clusters by various scholars in the literature. Accordingly, some researchers
have proposed that /s/ is organized outside the onset constituent that contains the following consonant. Others have proposed that this
sort of analysis holds only for a subset of sC clusters; those that rise in sonority, for example in snake, are represented in the same
fashion as branching onsets. Yet others have argued that some sC clusters such as ‘s + stop’ form complex segments. For a discussion
of these issues, see [4].
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I. INTRODUCTION

In the increasingly globalized world, in which English is used for communication by second language (L2) users more often
than by first language (L 1) users, the status and nature of English has diversified. As reflected in the terms World Englishes (WEs)
or English as a lingua franca (ELF), efforts to appreciate the various features of English as used by L2 users for functional purposes
have been made. According to this view, L2 users can learn and use regional varieties of English for successful communication rather
than acquire so-called standard varieties of English. While WEs and ELF have been discussed widely in the field of sociolinguistics,
they have rarely been discussed in the context of L2 teaching. To reflect the diversity of English, language education should
incorporate understanding, awareness, literacy, and competence in the varieties of English [1]. Therefore, building on the evidence
demonstrating the positive effects of incorporating WE instruction in raising learners’ awareness of different varieties of English in
language classes [2], the current study aimed to examine whether instruction actually facilitated learners’ listening comprehension of
different English varieties.

II. LITERATURE REVIEW

According to speech recognition theories [3], the understanding of speech input relies on top-down and bottom-up processing. In
particular, bottom-up processing (the identification of segmental and suprasegmental features) is essential for low-proficiency learners
because they are unable to resort to top-down processing due to their lack of lexical knowledge, which suggests that the instructional
priority in classroom settings should be familiarization with the phonological characteristics of WE pronunciation.

In actual communication, familiarity with the phonological features of the English variety used by the interlocutor is regarded as
beneficial for listeners’ effective speech comprehension. However, few classroom-level attempts have been made to increase the
acceptance and use of WEs, particularly in the English as a foreign language (EFL) context. The available evidence has demonstrated
that providing awareness-raising activities, such as increasing the exposure to different varieties of English via listening activities
(e.g., letting learners listen to dialogues between L2 users) and learners' self-regulated learning inside and outside of classrooms
succeeds in raising the learners’ awareness and promoting favorable attitudes toward WEs and ELF [4]. Nonetheless, no study has
yet explored how guided awareness-raising activities can improve learners’ listening comprehension of WE varieties. Therefore,
whether awareness-raising activities that focus on L2 users’ pronunciation promote learners’ listening comprehension remains an
empirical question.

Accordingly, this study examined whether and the extent to which guided awareness-raising activities (particularly focusing on
the phonological features of WEs) could promote accuracy in the bottom-up processing of WE varieties, thus helping L2 users to
understand WE pronunciation. Specifically, the study focused on Japanese learners of English because they need to understand
varieties of L2 English due to the increasing opportunities to engage in business dealings with people from non-Western countries,
including China and Korea, who use ELF for communication [5].

III. METHOD

Forty-eight university students who were enrolled in a mandatory freshman English course at a university in Tokyo participated
in this study, including a Chinese student, a Korean student, and 46 Japanese students; their proficiency level in English was B1
according to the Common European Framework of Reference.

A quasi-experimental design without a control group was employed. In the pre-test, the participants transcribed three speech
samples of the Korean and three of the Chinese varieties that were played in random order. Five speech samples of the Korean and
Chinese varieties were transcribed in the post-tests. All the speech samples were one-sentence extracts from the monologues available
in the International Corpus Network of Asian Learners of English ICNALE) [6].

The participants received a first treatment session focusing on the Korean varieties of English, followed by the Chinese varieties
in the following week. Each week, the participants attended two 100-minute sessions in which they learned the linguistic
characteristics of the varieties via guided awareness-raising activities (e.g., reading articles about the phonological characteristics of
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the target varieties). The objective of the sessions was to learn explicit knowledge about the target varieties; exposure to the authentic
pronunciation of the varieties was limited to short video clips that introduced the phonological characteristics.

In the analysis, the score for the correctly transcribed words was calculated by dividing the number of correctly transcribed words
by the total number of words following the conventional approach in L2 speech research [7]. A paired-samples #-test was administered
to examine whether there was a statistically significant improvement in the scores for the correctly transcribed words; Cohen’s d was
calculated to examine the effect size.

IV. RESULTS

Table 1 summarizes the results for the paired-samples #-tests. The results revealed a statistically significant improvement in the
scores for the correctly transcribed words from the pre- to the post-tests for the Korean variety. After engaging in the guided
awareness-raising activities, the students’ transcriptions were, on average, 19.39% more accurate in the post-test compared to the pre-
test results. Similarly, for the Chinese variety of English, the results revealed that there was a statistically significant improvement in
the scores for the correctly transcribed words; the students’ transcriptions in the post-test were 8.01% more accurate on average than
they were in the pre-test.

TABLE 1. RESULTS OF THE PAIRED-SAMPLES T-TESTS (n = 48)

95% CI
Variety M SD SE Lower Upper t daf p d
Korean 19.39 12.09 1.75 22.90 15.88 11.11 47 <.001 1.55
Chinese 8.01 10.14 1.46 10.95 5.06 547 47 <.001 0.81

V. DISCUSSION

The results revealed that the Japanese university students” comprehension of Korean and Chinese varieties of English improved
significantly after participating in the guided awareness-raising activities, thus suggesting that the activities might have improved
their ability to process speech in WE varieties accurately.

In this study, the students gained explicit knowledge about the typical segmental and suprasegmental features of the Korean and
Chinese varieties of English, which may have enhanced their awareness of and perceptual ability to understand Chinese- and Korean-
accented pronunciation in English. Such increased awareness and perceptual sensitivity may have enabled them to identify L1-
accented sounds and to segment connected speech efficiently [8]. Thus, learning the typical segmental and suprasegmental features
of Korean and Chinese accents in the pronunciation of English may have resulted in improving the comprehension of these English
varieties. In addition, L2 pronunciations in unfamiliar accents are acknowledged to be difficult to understand [9]. The students’
exposure to a particular accent via the awareness-raising activities enhanced their familiarity with it and led to a better understanding
of the variety [10]. Thus, awareness-raising activities targeting the typical pronunciation characteristics of particular varieties of
English might benefit the listening comprehension thereof.

In terms of the differences between the two varieties of English, the Japanese university students understood the Korean variety
more easily than they did the Chinese equivalent, as shown by the large (d = 1.55) and medium-to-large (d = 0.81) effect sizes. This
supports the findings of previous studies that showed that Japanese learners understood Korean speakers’ English better than they did
that of Chinese speakers [11]. In summary, our findings generally highlighted the potentially beneficial role of awareness-raising
activities in improving EFL learners’ listening comprehension of WE pronunciation.
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I. INTRODUCTION

Improper English prosody is one primary cause of foreign accent which can lead to unintelligibility of an EFL learner’s speech
[1]. Early research on pronunciation focused almost exclusively on segmental instruction. However, in more recent studies, a
paradigm shift has been witnessed from a focus on segmentals to an increased emphasis on suprasegmental aspects and prosody [2].
Several studies have attempted to prove the effectiveness of introducing rhythm instruction within the English L2 class to improve
EFL learners’ prosodic skills [3] [4]. Nevertheless, there is still a scarcity of research exploring the efficacy of prosody instruction,
especially to Chinese EFL learners whose L1 has a completely different rhythm from English. Therefore, the current research intends
to investigate if Chinese EFL learners’ pronunciation could be refined by a period of training as far as word stress and sentence stress
are concerned and whether improvements vary from different training approaches, i.e., explicit rule explanation vs implicit imitation.
The following two major research questions are formulated:

RQL1. Does prosody training help Chinese EFL learners improve their pronunciation?

RQ2. Which approach (explicit vs. implicit) is more effective in improving Chinese EFL learners’ pronunciation?

II. METHOD

28 Chinese university students (20F, 8M) aged from 21 to 25 with an intermediate level of English participated in the research.
The participants were divided equally into two experimental groups (explicit and implicit) and attended 8 online pronunciation
training sessions of 30 minutes each. The whole training was done remotely online, as the researcher and instructor was residing in
Spain while the participants were in China. The pronunciation module was designed to instruct placement of word stress and
sentence stress. Following the same syllabus, however, the teaching approaches and materials varied between the two experimental
groups. The explicit group was exposed to the pronunciation rules explicitly. Meanwhile, the implicit group was provided with
native speaker recordings and were required to imitate after the audios. At the end of the implementation, 7 participants from the
explicit group and 12 from the implicit group completed all 8 sessions. All participants did a pre-test before the treatment and then
a post-test upon completion of the training. Both tests comprised a controlled reading task (words and sentences), followed by a
spontaneous speaking task with pictures and questions as prompts. To accurately analyze the differences in the participants’
pronunciation between the pre-test and the post-test, the content of the controlled reading remained the same, whereas the prompts
for spontaneous speaking varied slightly so as to discard the influence of familiarity with the speaking task. After collecting the
recordings, the controlled reading data were analyzed acoustically using the PRAAT software. In terms of the spontaneous speaking
data, they were judged by 8 native raters on a 5-point Likert scale in terms of comprehensibility, accentedness and fluency. Due to
time and space limitation, in this paper, results only present the acoustic analysis of a selection of the controlled reading data from
the pre- and post-test as an example. As far as word stress is concerned, each syllable in the word was identified in the acoustic
signal and a reading of the intensity peak was obtained. These values were then processed in order to obtain differences in amplitude
between the stressed and the unstressed syllables.

III. RESULTS & DISCUSSION

The acoustic patterns of the word ‘satisfactory’ from a participant’s pre-data and post-data are presented in Figure 1 and 2,
respectively. The amplitude values are represented by the yellow line and an obvious variance is detected among syllables in the
post-data (Figure 2) compared with the pattern in the pre-data (Figure 1).
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Fig. 1. Acoustic pattern of ‘satisfactory’ from pre-data Fig. 2. Acoustic pattern of ‘satisfactory’ from post-data

Preliminary results show clear differences in amplitude between stressed and unstressed syllables in both groups’ pre and post
data. Yet, a more precise statistical analysis is needed to investigate whether there is a significant difference.

In terms of sentence stress, the accuracy of participants’ placement of tonic stress/contrastive stress/emphatic stress was
examined. The audio productions were analyzed in PRAAT to check whether the stress was placed on the correct words. The
following Figures 3 and 4 present a participant’s pre and post-production. It can be observed that the participant successfully
managed to shift the stress to the correct place (doctor/nurse) in the post reading.
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Fig. 3. Acoustic pattern of “He is a doctor and I'm a nurse’ from pre-data Fig. 4. Acoustic pattern of “He is a doctor and I'm a nurse’ from post-data

Likewise, further analysis is still needed to investigate the statistical significance between the pre and post data from both groups,
as well as to confirm which method of training is more effective. However, from the preliminary analysis, improvements have been
detected from both groups after the treatment. This study seems to provide evidence for the contribution of suprasegmental
instruction in the learning of pronunciation by EFL learners.
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I. INTRODUCTION & HYPOTHESES

In terms of L2 acquisition, many features of the Mandarin Chinese /ea/ [gja] (pinyin: xia) sequence are of interest from the
perspective of Hungarian speaking learners of Chinese (HLCh). The alveolopalatal [¢] is a palatalized postalveolar sibilant, which
means that apart from the constriction at the post-alveolar region, the dorsum also approximates the palate creating a long and narrow
palatal channel. Due to this palatalization gesture, when the sibilant constriction is released into the following vowel, an audible [j]
element is produced ([gja]) [1,2]. Both the alveolopalatal [¢] and palatalization as a secondary articulatory gesture are new to HLCh,
on which basis we may expect second language accent effects in the production of the sequence at hand both in the fricative and the
vocalic (sonorant) phases. With respect to the fricative phase, we investigated the place of articulation, and the degree of palatalization
of the sibilant in HLCh [3] in B xia /ea/. As for the place of articulation, our results showed that HLCh produced the Chinese /e/
identically to the Chinese /s/ (as in % sa /s4/), similarly to Chinese natives. As for the degree of palatalization, however, we found
differences as captured by F, frequency measured at the onset of the vocalic section: beginners showed patterns similar to what was
observed in natives, but advanced learners produced /¢/ acoustically more palatalized (i.e., more back) than native speakers. Patterns
in advanced learners suggests a difference in the coarticulatory effect exerted by the vocalic context, and that in advanced learners,
the vocoid exerting this effect is more back than that we would find in natives (i.e., [i]-like and not [j]-like) [3,4].

In the present study we move our focus to the vocalic section following the alveolopalatal /¢/, to test the above assumption. In the
Chinese /ea/ sequence, there is only two articulatory-acoustic targets (corresponding to /e¢/ and /a/), and these are linked by a
coarticulatory transition, the audible [j] element. By contrast, the pinyin transcription (xia) contains three graphemes, which seems to
index three different articulatory-acoustical targets in the syllable. It is well known that the orthographical denotation of the L2
segments influences L2 perception and production [5]. On this basis, we hypothesize that HLCh’s production is biased by the pinyin
transcription, and that they produce an additional articulatory-acoustic target, i.e., an [i], inserted between the sibilant and the vowel.
This means that Hungarians are expected to produce two acoustic targets instead of one, in the realization of the /ca/ sequence’s
vocalic section: we assume that duration of vocalic sections are longer in HLCh than in natives, and that HLCh produce longer vocalic
phases in /ea/ that in other CV-structured Chinese syllables, e.g., /sa/ or /sa/. Furthermore, we expect to find differences in the F»
curves between HLCh and natives, as well. Results of [6] showed that in /ga/, the F, formant frequency (which is positively correlated
with the length of the cavity behind the constriction) decreases gradually and shows a concave curve with no positive excursions or
stable phases at its onset, which mirrors a simple coarticulatory transition from the palatalized [¢] consonant to the following central-
low [a] vowel and no further vocalic targets. Based on this, and the fact that HLCh are expected to insert a palatal [i] in the sequence
at hand, we anticipate that we find a positive F>-excursion at the beginning of the vocalic section in HLCh, and not the native-like
gliding transition. In accord with the above, we assume also that HLCh produce the Chinese /ea/ identically to the Hungarian /sia:/
sequence.

II. METHOD
We compared the production of three groups: two groups of HLCh (beginners and advanced learners), and Chinese native

speakers. We analysed three isolated words: B xia /ea/ [¢ja] *summer’; % s¢ /sa/ [sa] ‘a surname’; and [B sha /sa/ [s4] *castle’ that

were read eight times in a randomized order by all speakers. We also recorded Hungarian pseudowords, /sa:/, /sja:/, /sia:/, and /sija:/,
in isolation, produced by HLCh. We segmented, labelled, and analysed all sound samples in Praat [7]. We extracted F, automatically
at every 5™ millisecond throughout the whole quasiperiodic signal phase. Duration of the vocalic section of all syllables was also
measured. In the statistical analysis, we compared durations measured in Chinese syllables produced by all speakers using a linear
mixed model (with the fixed factors of speaker group and word) in R [8]. F» curves were submitted to generalized additive modelling
(GAMM), where we analysed the effect of the normalized timepoint predictor on the dependent variable of F, and added the
parametric term of word and random smooth by each trajectory. One model was built for comparing the production of Chinese /ca/
across groups, and another for comparing Chinese and Hungarian words in the production of HLCh.
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II1. RESULTS & DISCUSSION

Regarding duration, the mixed model showed significant interaction effect of speaker group and word (F (4, 485) = 9,01, p <
.001), and while natives and advanced learners produced the Chinese /sa/, /sa/ and /ea/ with the same duration, beginners produced
the vocalic section of /ea/ significantly longer than that of the other two syllables (p <.001) (Fig 1, left) which suggest the insertion
of an extra articulatory-acoustic target in beginners. With respect to F, curvature, F2 curves of words in both GAM models showed
non-linearity (p < .001). We found the expected concave coarticulatory offglide at the vocalic onset in natives (Fig 1, right).
However, F» curves found in both groups of HLCh differed from this pattern with the production of beginners approximating native
patterns better. While beginners featured an F» curve with a constant, or slightly decreasing interval at the onset, advanced learners
featured a domed curve, that reached relatively higher frequencies (Fig 1, right). Comparing Hungarian and Chinese syllables in
HLCh, we find steeper slopes and curves skewed more to the right in Hungarian words than in Chinese, that are the result of
Hungarian long /a:/ being produced longer than Chinese /a/ Fig 2). In the case of advanced learners, the onset of the vocalic phase
in /ea/ and in Hungarian /sja:/ completely overlapped (Fig 2, right), while beginners produced a more transition-like onset in /ca/
with significantly lower F» than that in /sja:/ (Fig 2, left). In sum, duration and F, curves showed opposing results: while in duration,
production of advanced learners approximated native production more than that of beginners, in F» curves, beginners showed more
native-like patterns, i.e., coarticulatory offglide transitions from the sibilant to the vocalic target. Comparison of Chinese and
Hungarian words revealed that both groups produced the onset of the vocalic section in /ea/ similar to that of the Hungarian /sja:/
sequence with advanced learners showing more similarities. This suggests that advanced learners realised the Chinese sequence
with a more specified [j] target than beginners (while beginners produced a more native like transition between the sibilant and the
final /a/), and that longer duration in beginners may be attributed to different causes. In our interpretation, longer duration in /ea/
than in /s&/ and /s&/ in beginners may be attributed to L1 transfer, that is, they produced /a/ in /ea/ similar to the Hungarian long /a:/.
To conclude, we did not find the expected effect of orthography, but the assumption regarding an additional target insertion as a

foreign language accent effect was partially confirmed. Our results contribute to the better understanding of L2 transfer and L2
speech sound acquisition.
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Fig. 1. Duration of the vocalic section of Chinese /sa/, /sa/, and /gia/ syllables (left), and the estimated F, curves of the /ca/ syllables produced by the three speaker
groups within normalized duration (right)
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Fig. 2. Estimated F, curves of vocalic sections in the Chinese /ea/ and the Hungarian /sa:/, /sja:/, /sia:/, and /sija:/ within the normalized duration, in the production of
beginners (left) and advanced learners (right)
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1. INTRODUCTION

This study investigated whether a short-term pedagogic intervention has an effect on the development of utterance fluency,
particularly pausing, among Japanese EFL learners. Fluency, including not only speed but also pausing, plays an important role in L2
speech. Pause length, pause frequency and pause location are often utilized as measures of utterance fluency [1], as inappropriate
prosody also affects comprehensibility.

A task of narrating picture stories was conducted with L2 learners of English, observing their longer periods of silence and more
frequent pauses particularly in the middle of clauses than native speakers of English [2]. A similar finding was reported on read
speech; Japanese learners of English in an EFL setting were asked to read aloud a monologue and the low level group (CEFR A2
level) produced inappropriately placed clause-internal pauses more frequently than the high level group (CEFR B2 level) and native
speakers of English [3]. The current research question is whether low level learners of English can improve their pausing with a
pedagogic intervention. To answer this question, we compared their oral performances in a pretest/posttest design.

II. METHOD

Participants were 18 Japanese undergraduates whose English proficiency was at CEFR A2 level. The L2 learners were divided
into two groups: the Pause group and the Stress group. Both groups performed a kinesthetic practice while watching a kinesthetic
video. We adapted a kinesthetic model for instruction which involves a specific physical movement in pronunciation training;
Multimodal instructions are intuitively attractive and have been shown to be as effective as other visual and auditory instructions [4].
The Pause group watched a video where an instructor performed a downward hand chop with an outstretched arm at silent pauses
including clause-internal and sentence final pauses. The Stress group performed the same downward chop aligned with stressed
words, but not silent pauses, using the same text and sound materials. The training sessions lasted for four weeks, with a 20-minute
training session each week. Before and after the training session, the participants were instructed to read it aloud and record it in Praat
[5], after five minutes practicing at their own pace.

While 250 ms is often used as the minimum pause length [6], any silence longer than 150 ms was identified as a silent pause in
the process of measurement, as the pause length produced by native speakers of English is quite short for read speech. The number
of sentence-internal pauses was counted for each speaker. Also the mean length of sentence-internal pause (SIP) and the mean length
of sentence-final pause (SFP) were calculated for each speaker [7].

III. RESULTS

The mean values of relevant parameters in both pretest and posttest are summarized in Table 1. We ran ANOVAs for the two
groups by the two tests and they showed that there was no significant difference between the two learner groups and within each
group in number of SIPs and number of SFPs (number of SIPs: Group F(1,32)=.39, p=.845, Test F(1,32)=0.007, p=.933, Group X
Test F(1,32)=0.096, p=.759). Meanwhile, the Pause group produced significantly longer SIPs and SFPs at the posttest than at the
pretest (SIP: Group F(1,32)=3.383, p=.075, Test F(1,32)=2.908, p=.098, Group x Test F(1,32)=4.654, p=.039 (*), SFP: Group
F(1,32)=1.425, p=241, Test F(1,32)=1.378, p=.249, Group x Test F(1,32)=2.536, p=.121). Also their pause length was significantly
longer than that of the Stress group at the posttest. Moreover, the total spoken time of the Pause group was significantly longer than
that of the Stress group (Group F(1,32)=.787, p=.382, Test F(1,32)=.017, p=.897, Group x test F(1,32)=4.980, p=.033 (*)). The
phonation time, the total spoken time minus total pause length, of the Stress group was significantly shortened at the posttest, while
that of the Pause group remained the same after the intervention (Group F(1,32)=1.684, p=204, Test F(1,32)=4.345, p=.045 (¥),
Group x Test F(1,32)=4.951, p=.033 (*)). These data indicate that after the intervention where the instructor demonstrated long SIPs
and SFPs with hand gestures, the Pause group produced clear-cut boundary pauses while their phonation time hardly changed. In
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contrast, all the parameters including pause length as well as phonation time were lowered in the Stress group, indicating that stress-
based intervention improved their speed in read speech.

TABLE 1. SUMMARY OF PAUSING DATA

Group Test SIP SFP SIP SFP Spoken time ~ Phonation time
(No.) (No.) (sec.) (sec.) (sec.) (sec.)

Pause Pre 12.556 9 0361 0.785 47.265 34.910
Post  13.333 9 0.547 1.021 51.876 35.062

Stress Pre 13.556 9 0377 0.819 49.889 38.699
Post  13.111 9 0355 0.783 45.790 34.064

Instruction video  n/a 12 9 0.858 1.692 58.876 32.493

(Pause)

The number of SIPs in both groups did not change much in the posttest. As Table 2 shows, however, where the participants
placed pauses clause-internally varies between the groups. The Pause group improved the accuracy of pause placement after the
intervention; The total numbers of SIPs for the pretest and posttest were 72 and 75, respectively, whereas the number of inappropriate
pauses decreased from nine to three. This tendency was apparent with pausing immediately before a complementizer that. In
addition, the number of pauses decreased after sentence-initial adverbial phrases while it increased before a conjunction and, after
the pause-based intervention. In contrast, the Stress group kept producing inaccurate clause-internal pauses frequently, particularly,
after the complementizer that. These findings suggest that not only input but also associated kinesthetic instruction are effective for
improving pausing in read speech. The question remains as to how native speakers of English would evaluate the performances of
the two groups in comprehensibility. The results of their rating will be presented at the conference and not shown here due to space
limitations.

TABLE 2. COUNT OF APPROPRIATE (AND INAPPROPRIATE) PAUSES

Total number of
_ that _and DP VP PP AdvP_  appropriate pauses

Group Test (that_)  (and_) (D)) (V) (P_)) (Adv_) (inappropriate pauses)
Pause Pre 4 (10) 21(2) 10(4) 14(5) 4@ 7(1) 60 (22)

Post 9 (11) 123) 72 12(2) 7@3) 8(0) 55(21)
Stress Pre 12 (7) 21(0) 3(1) 9 (1) 5(0) 13(0) 63(9)

Post 17(2) 29(0) 2(1) 12(0) 7(0) 5(0) 72 (3)
Instruction video n/a 2 3 0 2 1 0 8
(Pause)
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I. INTRODUCTION

Current technological advances have allowed speech researchers to access online data in an unprecedented way. This has been
a positive contribution from digital technologies. One area that has been greatly influenced is the second language field, where we
can find numerous databases on accented speech, available from speakers around the world. However, there are two main challenges
with this. The first one is that it can be computationally difficult to gather many audio files from given sources. The second one is
that doing this requires strong computational skills to extract phonetic data and process it efficiently. In turn, this stage makes the
data prepping more prompt for drastic diverging ways of wrangling the data, which raises questions on whether results across
different studies can be comparable.

Based on these challenges, the purpose of this paper is to present the development of a speech technology, an open-source
linguistic tool that addresses these issues within a single socio-phonetic app. The app gives users access to both language data and
visualisation tools in a single place for accurate socio-phonetic analysis. It also offers cutting-edge analysis methodologies following
established socio-phonetic approaches to vowel studies. Results from the app are therefore comparable to other socio-phonetic
studies, even ready for academic publications. On this last point, an advantage of being open source is that methodologies for
acoustic normalisation and vowel visualisation can be expanded in future versions of the app. Finally, it gives users access to all the
raw files as well as all forced-aligned TextGrids created to analyse all the data outside the app.

II. SOURCE DATA

The app data was collected from the Speech Accent Archive [1]. This database gathers speakers from around the world recording
themselves reading the following prompt:

Please call Stella. Ask her to bring these things with her from the store: Six spoons of fresh snow peas, five thick
slabs of blue cheese, and maybe a snack for her brother Bob. We also need a small plastic snake and a big toy frog
for the kids. She can scoop these things into three red bags, and we will go meet her Wednesday at the train station.

This paragraph contains all of the sounds of English. The purpose of the Archive is then to have a sample from a variety of
language backgrounds, for both native and non-native speakers of English. A great advantage of this resource is that it allows users
to make comparisons based on demographic and linguistic features of speakers. For the purposes of the current app, we only kept
five characteristics: gender, country, region, city, and native language of each speaker.

III. OUR DATA PROCESSING

All available samples were downloaded from the Archive using an R [2] algorithm developed by the main author. For each audio
file, we created a corresponding Praat [3] TextGrid. Each pair of files per speaker (audio file and TextGrid) was then used as the
input for force-alignment using the Montreal Forced Aligner [4]. The outputs were TextGrids forced-aligned at word and phonetic
levels. These outputs were then prepared for acoustic analysis, and especially focusing on vowel analysis for socio-phonetic
research. In this process, we extracted 11 equidistant points per vowel trajectory, which allows us to measure vowels both in static
and dynamic ways. Following standard phonetic practices, we normalised vowels using five of the well-known normalisation
methods: bark [5], Labov [6], Lobanov [7], Neary [8], and Watt and Fabricius [9]. From all the files, we chose a representation of
one male and one female speaker per city. The final data has 880 individual speakers, from 127 languages and 135 countries. For a
final count of all vowels in the data, as well as the mean durations and overall percentages, see Table 1 below.

IV. APP DEVELOPMENT AND RESULTS

The App was developed using Shiny apps [10], an RStudio [2] web-based framework. The main motivation for using R is that
it is widely used for speech analysis and, combined with Shiny apps, it gives users great control over applications that are both
efficient and interactive. Additionally, Shiny applications are intrinsically reactive, which is invaluable when interacting with online
apps. Another relevant advantage of R is that it allows us to create efficient speech visualisations that capture the many complexities
of language data. For this, we decided to plot F2 values on the x-axis (reversed) and F1 values (reversed) on the y axis. For
monophthongs, we plot one value (50%) and for diphthongs, two points, either 10%-90% trajectories or 20%-80% trajectories. All

All rights reserved@ isaph4



64

4™ International Symposium on Applied Phonetics (ISAPh2022), September 14-16 2022, Lund University, Sweden

these options allow users to make meaningful and phonetically implemented vowel comparison methodologies. Another important
aspect in terms of visualisations, is that it allows controlling all aspects of the graphics (colour, sizes, themes, texts) to be customised
by users. In this way, it gives freedom to download vowel space plots ready for sharing, comparison, and publication.

The other relevant aspect of the app is accessing and selecting speakers to listen to in audio files. A major component of this app

is to listen to all available data and observe vowel spaces of selected speakers. We have created a friendly user section to make
selections based on native language, country, region, city, and gender. For each selection, the app creates an audio play widget for
each speaker, as well as location pins in a world map, and the vocalic space for all selected speakers. Additionally, colours/groups
in vowels can be changed to reflect different patterns, (vowels by language, country, region, city, or gender). All these features aim
to give users control over data visualisation and selection, which, to our knowledge, has not been implemented previously in a free
resource looking at accented speech on world Englishes.

(1
(2]
(31
[4]

(5]
(6]

(71
(8]
]

[10]

TABLE L. ALL VOWELS IN THE DATA (MEAN DURATIONS, TOTAL COUNTS AND PERCENTAGES)
Vowel Mean Duration (ms) N Percentage
SCHWA 93 12318 19%
FLEECE 114 8484 14%
KIT 84 7079 12%
TRAP 128 6648 11%
FACE 119 4247 7%
THOUGHT 92 4007 7%
DRESS 89 3415 6%
GOOSE 123 2943 5%
STRUT 75 2984 5%
GOAT 105 2348 4%
LOT 149 1551 3%
NURSE 122 1672 3%
HAPPY 104 1217 2%
CHOICE 205 605 1%
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Fig. 1. App controls and vowel visualisation spaces from the selected data
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I. INTRODUCTION

In this acoustic analysis, we aim to shed light on how Hungarian learners of Mandarin Chinese contrast the intonation patterns
(conceived as f0-contours) of unmarked yes-no questions and statements, by analysing 4-syllable utterances having the same tonal
value, either rising (T2) or falling (T4), throughout. In tonal languages, such as Mandarin Chinese (MC), fO serves for both the
realization of lexical tones and intonation [1]. Firstly this means that f0 modulation is locally dependent primarily on tone values
(or tonal contexts), further affected by segmental effects, as well. Moreover these local effects also interact with intonation patterns,
yielding the actual f0 contour [2]. Finally, adjacent tones are also closely dependent on each other (tonal coarticulation).

Taking a broader view, in distinguishing MC statement and question intonation patterns, localized (e.g. terminal rise on the last
(tonal) syllable) and global acoustic cues (raised fO over the whole utterance) have been identified concerning f0 register and f0
range [3]. Regarding f0 register, according to Shen’s MC intonation model [1], statements display a gradually descending pattern,
while unmarked yes-no questions feature a significantly higher fO throughout the whole utterance (compared to the declarative
contour), complemented by a terminal rise. According to Shen’s study, this elevated characteristic of the question intonation pattern
affects not just the top line of the contour (the peaks of each syllable strung together), but also the base line (the valleys of each
syllable), and there is no expansion of the f0 range. The aforementioned terminal rise can be attributed to the lack of lexical/syntactic
cues (such as particle ma), thus prosodic cues are used exclusively to express the interrogation [3]. However the realization of the
terminal rise is tone-dependent, meaning that in case of T2, the tonal f0 curve is realized with a widened pitch range, which rises
much higher than in statements. In the case of T4 the f0 range remains intact both in question and statement intonation, but the f0-
contour is realized at a higher level for questions [4].

In contrast to MC, Hungarian is a non-tonal language, thus f0-change is manifest only at clause level. In addition to this, while in
Hungarian the declarative pattern is realized in a descending manner similar to MC, the prosodic structure of yes/no questions’ f0
contour differs in MC and Hungarian: in the latter, the initial fO value is low (compared to declaratives), and the fO contour is
characterized by a rising structure peaking on the penultimate syllable (unless fewer than two syllables follow the final phrasal stress),
followed by a fall [S]. In L2 acquisition, prosodic patterns, e.g. intonation patterns, are transferred from L1 [6]. Due to L1 prosodic
transfer, on the basis of the different structures of intonation patterns and the absence of tones in L1, we expect that synchronizing
tone and intonation production poses problems to Hungarian learners. In particular, we hypothesize that Hungarian learners of MC
favor the proper tone-production over intonation, in this manner produce unmarked questions similar to statements, without an
elevated f0. In addition, we are seeking an answer for the question how language learners’ f0 contours are shaped in T2 and T4
sequences.

II. METHOD

We analysed three adult speaker groups (5 women per group, altogether 15 speakers): 1. Hungarians with cca. one year language
experience of MC (beginners); 2. Hungarians with 3-4 years of learning MC (advanced learners), and 3. a control group of Chinese
natives. Regarding the material, we compared the production of declarative and syntactically unmarked yes/no interrogative sentences,
all SVO with 4 syllables (2-1-1 syll.), matching pairwise in syllable structure and the number of voiced segments. Each syllable in a
sentence has the same tonal value (either T2 or T4). Three interrogative and three declarative sentences for each tone were read for
three times, presented as short question-answer dialogues, projected on a screen with Chinese characters and pinyin. The sentences
were introduced to the speakers before recordings were made. Also, the instructions emphasized that the aim of the experiment was
contrasting question and statement intonation. We recorded altogether 3600 syllables (2 tones x 3 sentences x 5 repetitions x 2

modalities x 15 speakers). To give an example for a question-answer pair for T4 sequences: A: SEEESZH, Lang Qué mai dian. “Lang

Que sells electricity.”; Q: SEEESZY Lang Qué mai dian? “Does Lang Que sell electricity?” Within voiced segments, f0 was extracted

by 5 millisecond intervals automatically in Praat [7]; fO was converted to semitones (with a reference value of 50 Hz) and f0 curves
were analysed by generalized additive mixed models (GAMM,; [8]) in R [9]. Matching syllables of questions and answers were
analysed together. For each syllable pair, a basic model was built where the f0 (in semitones) is the dependent variable and the
normalized duration was the independent variable, and the models were further complemented by a factor variable of the modality
produced by different speaker groups (equals to 6 levels).
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III. RESULTS & DISCUSSION

The GAMMs showed significant differences between speaker groups as well as between the question and answer modalities in
all 4 syllables of both tone sequences. In native Chinese speakers’ production, there is a clear pattern in T4 sequences: the fO curve
of questions is realized in a higher frequency range compared to statements, and the difference between the two curves expands
gradually towards the end of the utterance (Fig. 1, right). The same pattern was observed in case of T2 sequences as well, but the
differences were notable in the last two, though less apparent in the first two, syllables of the utterances (Fig. 1. left). We should
further notice that our results confirm [1]’s results: there is a significant range expansion on the last T2 syllable, while the T4 pattern
remains roughly intact but elevated to a higher f0 range. Comparing beginners’ and advanced learners’ production, beginners are
inconsistent in distinguishing question and statement patterns, while advanced learners tend to stick to the same f0 patterns in both.
Regarding the first syllable of the sequences, in T2-production both learner groups approximated natives' f0 curves more or less.
However, in T4-production, in defiance of the falling characteristic of this tone, both Hungarian groups produced a strikingly
different, rising, curve, possibly due to preparing for the appropriate height for the fall of the subsequent syllable. As an example
for tonal patterns, in case of the last two syllables of T4 sequences (especially the 3rd syllable, where the phase of the voiced initial
is also included) a delayed target approximation is observed reaching the peak of the domed curve, while Hungarian production
featured a moderately concave pattern. In sum, as expected, L2 learners did not approximate the elevated characteristic of natives’
question-production. Besides, regardless of interrogative or declarative mood, L2 learners’ tonal production yielded different
patterns compared to natives, which is possibly due to fundamental problems in lexical tone production itself, regardless of
intonation or tonal context. The results contribute to the understanding of the intonation acquisition of a tonal L2 language.
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Fig. 1. T2 (left) and T4 (right) sequences’ estimated f0 curves in questions (red solid line) and statements (blue dashed line) for each syllable in the production of
beginners, advanced learners and natives
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L INTRODUCTION

Previous analyses based on some languages examined how differently coordinated names or numbers are realized prosodically
(for example Ladd [1] and Wagner for English [2], Féry and Kentner for German and Hindi [3], [4], and Féry and Truckenbrodt for
German [5] as well). Eg. Wagner [2] compared the acoustic implementation of embedded structures with different strengths: Among
the first researchers, he introduced a methodology (that was later adopted by many other linguists), where the speech units either
appeared as equals (Namel and Name2 and Name3 and Name4) or implemented embedded categories of different depths, such as
((Namel and Name?2) or Name3 and Name4) or ((Namel and Name2) and Name3) or Name4). Reading aloud these structures
forces speakers to label the boundaries after the detached speech units by using different prosodic boundary cues.

According to the latest model of speech boundaries, the connection of the speech units or conversely the signaling of the
boundary between two elements raised from the principles of ‘Proximity’ and ‘Similarity’. Proximity is based on the adjacent
grouped elements’ syntactic constitution and reflects the syntactic boundaries regarding the pitch and duration in the prosodic
structure of a given linguistic unit. In contrast, Anti-proximity means that elements in a separate group are realized with prosodic
spacing, implementing boundary markers between the groups. In the case of the Similarity principle, syntactic embedding is
determined by the similarity of the elements: the components of the elements belonging to a group are similar in the given prosodic
structure, while units in other groups are different from them (Anti-Similarity).

The interaction between syntactic structure and the planning of prosodic boundary markers has been investigated mostly for
English and German, but not for Hungarian. However, many prosodic features of Hungarian differ from the two languages
mentioned. Hungarian prosody is typologically different from the prosody of Germanic languages. First, information structure in
Hungarian is primarily expressed by word order, i.e. logical functions are linked to certain sentence positions. The position of focus
is defined syntactically (it is immediately pre-verbal), while prosodic prominence marking plays only a secondary role and is partly
optional [6]. Second, Hungarian is a left-headed head/edge-prominence language, while German is a right-headed head-prominence
language. This means that in Hungarian, phrase-initial pitch accents mark the left edge of an accentual (minor) phrase simply by
their position. Besides, unlike in English and German, main prominence is not expected to fall on content words towards the end
(i.e. the right head) of an intonational phrase, unless the sentence lacks post-verbal units. Thus, it is expected that speech production
in terms of prosodic planning is different in these typologically distinct languages.

Therefore, the aim of the present study is to examine how boundaries of different strengths based on the variously coordinated
names are realized in Hungarian. The main question of the examination is how the prosodic boundary marker patterns differ from
each other regarding their position and syntactic structure (left or right-headed structures).

11. METHODOLOGY

The structure of the research was based on Wagner’s [2] experiment. The material included different name grouping structures
consisting of 3 or 4 proper ordinary Hungarian first names. All of them were disyllabic and consisted of short vowels and sonorant
consonants (eg. ‘Vili’, ‘Mira’, ‘Lili’, ‘Vali’ etc.). The names were conjuncted with ‘és’ (and) and ‘vagy’ (or) linking words. For
example: (Vili és Mira) vagy (Lili €s Vali). The trigger structures were embedded in a question-answer context. And the recordings
were made using the SpeechRecorder software.

For the examination of the acoustic parameters of the words, the A /B / C [/ D] units were considered as a reference for both the
3-element and 4-element units, and the other word durations were compared to this. In the case of the 3-element-units, 2 other
constructions were analyzed: (A and B) / C and A / (B and C), while in the case of 4-element-forms, 5 other structures were analyzed:
A/B/(Cand D);(Aand B)/C/D; ((Aand B)/C) and D; A and (B / (C and D)); (A and B) / (C and D). The order of the sentences
was randomized.

25 monolingual speakers of Hungarian participated in the study. They were instructed to read aloud the structure to indicate
which elements belong together. They were given as much time as they needed, and had the opportunity to correct themselves. If
corrections were made, the last versions were taken into account. Altogether 9 differently structured units were recorded in 4
different forms (with different names) by 25 speakers in the task (900 elements).

Sound samples were recorded in lab circumstances with headphones. The annotation was made automatically by the MAUS
online program, then corrected manually in Praat [7]. The following acoustic parameters of words and syllables were examined:
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duration of the elements (words, syllables and pauses), features of the fundamental frequency (mean, range (semitones), min, max),
appearance of creaky voice and intensity.

111. RESULTS

Some of the key results are: In the reference sentence, the duration of the words were almost equal in all cases (no effect of
position), while the modified structure induced increasing and decreasing tendencies, as well. The duration of each detached element
was about 75% of the original ones, while the duration of the words directly before the embedded structure or after them were about
5-12.5% longer than the reference in the 4-element-units and a bit longer in the 3-element-long forms (Fig. 1.). The ratio of the f0
variance was significantly higher in the case of left-headed than in the right-headed structures, the average f0 of the first member of
the related elements was lower, and that of the other was higher. The creaky voice showed notable individual differences and
occurred more often at the end of right-headed structures. Intensity played a greater role in the realization of 4-element than 3-
element units, and together with silent pauses, had a bigger effect on the realization of left-headed structures.
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IV. CONCLUSIONS

In conclusion, the results for Hungarian showed that prosodic structure reflects syntactic grouping and embedding for
timing patterns, pitch and voice quality. For single boundary structure (single bracket structure), the boundaries were well separated
from the reference structure with stronger prosodic distinction, but for the production of secondary boundary markings, the (double
bracket structure) prosodic indication of detachment was less perceptible. Proximity and similarity explain the implementation of
prosodic structure that unfolds from the syntactic structure. Although some uniform tendencies emerged from the use of prosodic
features, mainly in terms of word and pause duration and pitch, significant individual differences were observed in the strength of
boundary markings and patterns of prosodic characteristics, as well. Based on the examination of the similarities and differences
between the languages, the results of the research contribute to the teaching of Hungarian as a foreign language and to the more
accurate operation of the text-to-speech process.
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1. BACKGROUND AND OBJECTIVES

The ontology of speech rhythm has been, and continues to remain, a controversial topic within laboratory phonology and
theoretical linguistics more broadly [1, 2]. And nested within the debate on the metaphysical nature of linguistic rhythm is another
point of contention: The usefulness of rhythm metrics [3], which extends to applications in linguistic research and language pedagogy.
Against the backdrop of these developments in the fields of theoretical and applied linguistics, this paper aims to investigate the utility
of rhythm metrics in world Englishes (WE) scholarship, and in doing so, develop an apologia for the use of rhythm metrics in clinical
linguistics, language pedagogy, and other applied fields concerned with addressing rhythm-related issues.

To those ends, two state-of-the-art rhythm metrics—the pairwise variability index [PVI; 4] and variation coefficient for vocalic
intervals [VarcoV; 5]—will be applied to acoustically examine the rhythm structure in Thai and Indian Englishes, which are relatively
understudied varieties in the applied phonetics literature. By conducting this contrastive study on the two Asian Englishes, it will be
demonstrated that utilising rhythm metrics, namely the PVI and VarcoV, is methodologically sound insofar as cross-varietal phonetic
studies are concerned, thereby defending the continued employment of these tools to quantitatively classify rhythm structure in speech
and ultimately use these metric-based findings to empirically inform language pedagogy in second- and foreign-language learning
contexts, and other areas of applied phonetics more widely.

II. THE PAST, PRESENT, AND FUTURE OF RHYTHM RESEARCH

A. The three waves of rhythm research

Post and Payne [2] provide an overview of the history of rhythm research in the phonetics and phonology literature, broken down
in terms of three distinct waves. Their account of the historical trajectory of rhythm scholarship is recapitulated in this subsection.
The first wave of speech rhythm research can be most usefully defined as the era that applied the terminology ‘stress-timed’, ‘syllable-
timed’, and ‘mora-timed’ [e.g. 6] based on the rhythm class hypothesis that describes the temporal organisation of speech rhythm
percepts. Inspired by this hypothesis, the second wave subsequently saw a burgeoning of methods developed to quantitatively capture
the production and perception of speech rhythm, chiefly through rhythm metrics. In the lead up to the metrics being actually proposed
for application to phonetic research, [7] first provided evidence of the possibility of using durational information from acoustic data
to quantitatively characterise speech rhythm across a continuum that has ‘stress-timed” and ‘syllable-timed’ as its endpoints. In the
following year, [8] made a similar attempt to capture rhythmic properties using consonantal and vocalic intervals. In the year after
that, [4] established the PVI as a way of quantitatively capturing the durational characteristics of linguistic rhythm in Singapore
English speech, and the PVI was then extended to analyse several other languages in [9]. In 2006, [5] formulated the variation
coefficient method of describing speech rhythm, based on consonantal intervals (deltaC), and his metric has since been extended by
speech rhythm researchers to vocalic intervals, thereby establishing the VarcoV.

Finally, the third wave may be characterised by scepticism [e.g. 3] towards the metric focus that defines the second wave. This
sceptical attitude is mainly founded on putative methodological issues in using rhythm metrics for phonetic scholarship, especially
cross-linguistic research [3]. For instance, because of the non-symmetry found in the phonological environment of passage stimuli
across different languages, it is said that appropriate comparisons cannot be made across languages. Inasmuch as varietal phonetic
research is concerned, however, this criticism should no longer be relevant as all the varieties in question should be using a single set
of visual/written stimuli for speakers to produce speech. In the case of a WE project, the phonetician ideally has at least one set of
stimuli that is orthographically identical for speakers of all the varieties investigated. Therefore, echoing the sentiments expounded
in [2], the second and third waves need not be viewed as necessarily competing perspectives, but as complementary and belonging to
an eclectic assemblage of tools to quantify speech rhythm. Hence, this paper will illustrate the utility of rhythm metrics as a way of
providing an objective measure of speech rhythm in contrastive phonetic analyses.

B. Rhythmic patterning in Thai and Indian Englishes

Preliminary glimpses at what the rhythmic structure might look like in Thai and Indian Englishes (henceforth ThaiE and IndE
respectively) are available, but they are few and far between. Moreover, earlier studies that have looked at the speech rhythm in both
varieties have done so without comprehensive contrastive analyses. Notwithstanding these considerations, some observations on
ThaiE and IndE are available at hand. In the Outer Circle literature, [10] reported evidence of mixed rhythmic characteristics in both
American English and IndE speakers in her study, though the IndE speakers’ speech exhibited an overall tendency to veer towards
the syllable-timed end of the rhythmic patterning continuum. Fuchs [11] conducted a large-scale contrastive study that examined
(educated) IndE speech rhythm opposite that of British English, drawing an Outer-Inner Circle comparison. His findings observed
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the syllable-timed nature of IndE speech rhythm, corroborating [10], and also highlighted that there are multiple exponents in the
production and perception of linguistic rhythm, a view that can be traced back as early as in [4], which recognised the applicability
of the PVI not just to inter-segmental duration but also amplitude, among other types of acoustic-phonetic data. However, direct
comparisons between varieties of English outside of the so-called Anglosphere (Inner Circle) remain decidedly rare, and a contrastive
study on the rhythmic properties of IndE against a variety like ThaiE, an Expanding Circle variety, has not been done yet. Within the
Expanding Circle domain, there is a demonstrable dearth of fine-grained acoustic studies on ThaiE linguistic rhythm, and ThaiE
speech in general. That said, [12] conducted a cross-varietal study that focused on varieties/languages in the Outer and Expanding
Circles, comparing ThaiE to Thai, and Hong Kong and Singapore Englishes. Their usage of the PVI yielded robust findings across
the Asian varieties, showing that ThaiE showed higher normalised PVI values compared to other varieties/languages in the study,
thus evincing a more stress-timed tendency in ThaiE rhythm. Overall, while some studies have been done on the rhythmic patterning
in IndE and ThaiE, a finer-grained inter-varietal examination is necessary to appreciate not only the diachronic developments of
prosody in both varieties, but to re-examine the place of rhythm metrics in WE and applied phonetics research more widely. The
following research questions (RQ) are thus posed:

1.  What is the rhythmic patterning in ThaiE and IndE?
2. Do rhythm metrics provide an objective basis of rhythm comparison between varieties?

3.  What implications do metric-based speech rhythm findings have for applied phonetics?
C. Methodology and implications of this study

Acoustic phonetic analysis will form the primary mode of inquiry in this study. Principles of vocalic measurements expounded in
[10] will be strictly adhered to. Acoustic data retrieved from the NIESCEA [13] will be used to ascertain the rhythmic patterning in
ThaiE and IndE. Ten speakers of ThaiE and IndE, with an equal distribution in gender in each variety, will be examined. ThaiE and
IndE speakers’ production of bespoke sentences devised in [10], designed specifically to elicit segmental durational variability where
possible, will be subject to PVI and VarcoV analysis to ultimately yield quantitative characterisations of speech rhythm for both
varieties. The PVI, normalised for speaking rate, i.e. nPVI, is expressed formulaically as:

m—1
d, —d
nPVI = 100 X [Z ‘%‘ /m = 1)
k—1

K+ diy1)/2
)
where m = number of vowels in an utterance and d = duration of the th vowel. The VarcoV formula is given below:
AV x 100
varcodV = ———
meanV @)

where V' = duration of vocalic intervals and the multiplication of 100 generates the output as a percentage. For both metrics, a
higher numerical output is taken to represent a tendency towards a stress-timed rhythmic patterning in a speaker or variety. The nPVI
and VarcoV results of ThaiE and IndE will be compared to ascertain whether their rhythmic properties are quantitatively similar
despite their divergent sociohistorical backgrounds. After a review of the empirical results to answer RQ1 and RQ2, practical
implications for subfields within applied phonetics will be discussed, with special attention paid to language pedagogy and speech-
language pathology (clinical phonetics).
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1. INTRODUCTION

Computer-assisted pronunciation training (CAPT) tools have been shown to help second language (L2) learners to improve 1.2
pronunciation and perception [1], [2]. The current study investigates the effectiveness of a CAPT tool developed for the Spanish L1
learners of Estonian for practising Estonian vowels. Estonian and Spanish differ in their vowel inventory size: Spanish has 5 vowels
/i, e, a, o, u/ while the Estonian vowel system consists of 9 phonemes /i, y, e, 0, &, a, ¥, o, u/ [3], [4]. As it is known that in L2
acquisition, the learners’ mother tongue (L1) plays a very important role [5], [6] it is vital to take this into account even when
developing CAPT tools. Taking into account the differences of Estonian and Spanish a CAPT tool Estofiol [7] was developed to help
native speakers of Spanish to train their perception and production of Estonian vowels. The tool’s training program is partially based
on the Native Cardinality Method [8] and involves seven vowel contrasts, /i-y/, /u-y/, /a-o/, /a-&/, /e-&/, /o-0/, and /o-¥/, which have
proven to be difficult for native speakers of Spanish who learn Estonian [9]. The training activities of the tool include theoretical
videos and four training modes (exposure, discrimination, pronunciation and mixed) in every lesson [7]. The tool is integrated into a
pre/post-test design experiment with native speakers of Spanish to assess the learners’ perception and production improvement. It is
expected that the tool will have a positive effect on the results, as has been shown in previous studies using similar methodology [1],
[2], [10]. The goal of this study is to investigate to what extent the use of the tool Estofiol affects the results of the post-test.

II. EXPERIMENT

Six Spanish L1 speakers who had just begun learning Estonian participated in this pilot study. The participants attended Estonian
classes twice a week and it was their first semester in Estonia. The participants were aged between 19 and 26, five were males and
one female. All the participants were tested before and after they started using the CAPT tool Estofiol. The pre- and post-testing
consisted of two perception tasks and a reading task. In the vowel identification tasks nine Estonian vowels were presented for three
times in a random order, the participants could listen to each sound only once. In the second perception task the participants saw a
minimal pair on the computer screen and heard a word, they were instructed to click on the word that they heard. In total 28 minimal
pairs (56 words) were presented randomly. The reading task consisted of reading 56 words that were the same ones that formed
minimal pairs of the perception task, e.g. kola, kdla, melu, mdlu. During one week the participants had three training sessions of 60
minutes. The training sessions took place at the University of Tartu; the participants used a tablet and headphones. Between the
training sessions there was one day when there was no training. In each session the participants worked with 2-3 vowel contrasts: first
session /i-y/ and /u-y/, second session /a-o/, /a-&/ and /e-a/ and, third session /0-0/ and /o-¥/. A research member was present and
explained the procedure to participants at the beginning of the session.

III. PRELIMINARY RESULTS

Fig. 1 presents the results of the vowel identification task grouped by participants and Fig. 2 presents the results by vowel
categories. Focusing on the results of the pre-test it can be seen that the vowels that are identical in Estonian and Spanish (/i, e, o, u/)
have the highest percentage of correct responses and the vowels that are “new” to the Spanish learners have less correct responses.
The vowels /o/ and /¥/ have the lowest number of correct responses and were identified correctly only in 28% and 33% of the cases
respectively. These vowels were often confused with each other and with /y/ and /u/. The vowel /y/ was mostly confused with /i/, the
vowel /&/ with /a/, and the vowel /a/ with /o/. The Wilcoxon signed-rank test showed that there are statistically significant (Z = -4.5,
p <0.001) differences between the results of pre-test and post-test: four of the six participants achieved better results in the post-test
than in the pre-test, while one participant had the same results in both tests and one participant had fewer correct responses in the
post-test. Focusing on vowel categories the post-test results show that compared to the pre-test there are less mistakes in identifying
/®/, /a/, lu/ and /y/, the results of /e/, /i/ and /¥/ remain the same and in the identification of /a/ and /o/ there are more mistakes. The
results of the minimal pairs identification task and the reading task are still being analysed and we hope to present them at the
symposium.
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IV. DISCUSSION AND SUMMARY

The preliminary results of the vowel identification task showed that the Spanish L1 learners’ identification of Estonian vowels
improved. The Revised Speech Learning Model [6] suggests that there is a strong bi-directional connection between production and
perception. It is expected that after the training sessions the Spanish L1 learners have improved their production as well. A more
intensive and longer training period might help to improve the Spanish L1 learners’ perception and production of Estonian vowels
even more.

o

Subject

B s
| E
W ss3

B ss
SBS
sB6

Percentage of correct responses

Pre-test Post-test

Fig. 2. The percentages of correct responses grouped by participants (marked by a gray scale) and testing time (left panel — pre-test, right panel — post-test).
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Fig. 3. The results of the vowel identification task grouped by stimulus vowel and testing time (left panel — pre-test, right panel — post-test). The figures indicate
the number of responses (percentages) and the colour shows the mean reaction time of the responses (the darker the shade the faster the reaction time).
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I. INTRODUCTION

Lexical stress as one of the most important prosodic features has received much attention in Spanish as a second language (L.2)
studies [1]. When perceiving and processing L2 lexical stress, learners may unintentionally transfer the acoustic cues from their native
languages (L1) [2]. For example, as a tonal language, Mandarin assigns lexical tones on syllable-level by manipulating pitch. By
contrast, stress languages such as Spanish assigns stress on lexical level, with the stressed syllables having a higher pitch, longer
duration, and greater intensity [3]. Therefore, compared to native speakers, Mandarin-speaking learners may more likely rely on pitch
to perceive lexical stress [4] and even realize lexical stress as a combination of Mandarin lexical tones in speech production (e.g.,
producing stressed syllables as Tone 2, arising tone) [5]. However, little research has systematically assessed which acoustic feature(s)
(e.g., pitch, duration, intensity) Mandarin learners of Spanish use to produce the Spanish lexical contrast. At the segmental level,
lexical stress also impacts vowel quality. Spanish stressed vowels are more open [6] and less centralized [7] than unstressed ones.
Therefore, when interacting with lexical stress, the seemingly simple five-vowel inventory /i, e, a, 0, u/ may still cause difficulties for
Mandarin speakers whose L1 features a quite different vowel inventory /i, y, 9, a, u, (2-)/ [8]. However, previous studies (e.g., [9]
[10]) did not agree on how Mandarin learners produce the five Spanish vowels in different stress conditions and speech (e.g., isolated
words vs. running speech). Therefore, this paper aims to assess how Mandarin speakers produce the Spanish lexical stress with the
following research questions:

RQ1: Which phonetic feature(s) do Mandarin learners of Spanish use to mark Spanish lexical stress? Based on previous research
[2], we hypothesized that for Mandarin learners of Spanish, pitch would be the most salient feature to make stress contrasts in speech
production.

RQ2: To what extent does lexical stress affect Spanish vowel quality produced by L1 and L2 speakers? We hypothesize that
lexical stress would have different effects on L1 and L2 vowel quality given the distinct vowel inventories in Spanish and Mandarin.

II. METHOD

The test materials consisted of 30 Spanish C,;V,C,V, words and a short Spanish text. In the wordlist, 15 of the words were
oxytones, while the other 15, paroxytones. The target vowel was always set as V|, so that half of the vowels were stressed, while the
other half, unstressed. C; and C, were chosen from the three voiceless plosives /p, t, k/, because these three consonants are shared
phonemes in Mandarin and Spanish. Each of the three voiceless plosives cooccurred with each of the five vowels twice, once in
oxytone, once in paroxytone, resulting in 30 C,V; syllables: 3 plosive /p, t, k/ x 5 vowels /i, e, a, 0, u/ x 2 stress conditions (stressed
vs. unstressed). We selected real Spanish words to avoid unnatural pronunciation. The final word list contained 128 words, with 98
being fillers, organized in random order. The short text was the standard text for eliciting pronunciation of different languages, “El
viento norte y el sol” (North Wind and the Sun).

Ten Mandarin learners of Spanish (female = 5, M 4e = 27.30) and six Spanish native speakers (female = 3, M 4z = 24.83) were
recruited from Spain. The Mandarin speakers were late adult learners with advanced proficiency and intensive exposure to Spanish.
They read the wordlist twice and the text once at a natural and comfortable speech rate. Their speech outcome was recorded
automatically. Finally, we obtained 960 and 2592 vowels from the word-reading task (30 words x 16 participants x 2 repetitions) and
the text-reading task (162 vowels x 16 participants). After acoustic analyses, we obtained the following data for each vowel: duration,
mean pitch, intensity, the mid-points of the first (F1) and the second formant (F2).

III. RESULTS

We analyzed the data with Linear Mixed-Effects Models. For duration, pitch and intensity, the fixed effects were repetition (only
for word-reading), speaker (L1 vs. L2), stress (stressed vs. unstressed), and the two-way interaction of Speaker x Stress. For F1 and
F2, the fixed effects also included vowel (a, ¢, i, 0, u) and the three-way interaction of Vowel x Speaker x Stress. Each model featured
participant and item as random intercepts with appropriate random slopes.

A. The effects of stress on duration, pitch and intensity in L1 and L2 speech

Duration. The word-reading task revealed a significant interaction of Stress x Speaker for duration (p < .001). Post-hoc
comparisons showed that both L1 and L2 speakers produced the target vowels with longer duration in stressed syllables than in
unstressed ones (all p < .05). However, L2 speakers produced significantly longer vowels than natives in unstressed syllables (p
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=.002). By contrast, the text-reading task did not show such an interaction (p = .397), although both groups of speakers produced
longer vowels in stressed syllables than in unstressed ones (all p < .001). These results suggest that L1 and L2 speakers of Spanish
marked stress with duration to a similar extent.

Pitch. There was a significant interaction of Stress x Speaker for pitch in both word-reading (p <.001) and text-reading (p <.001)
tasks. Post-hoc comparisons showed that L2 speakers produced stressed vowels with a higher pitch than unstressed ones when reading
words and text, but L1 speakers revealed the same pattern only when reading isolated words (all p < .05). That is, although pitch is
relevant to mark Spanish stress, L2 speakers used this cue to a larger degree than L1 speakers.

Intensity. We only found a significant main effect of stress for intensity in both word-reading (p <.001) and text-reading (p =
.001) tasks, with stressed vowels showing greater intensity than unstressed ones. This means that both L1 and L2 speakers made
Spanish stress contrast with intensity in a similar way.

B. The effects of lexical stress on vowel quality in L1 and L2 speech

F1 (openness). In the word-reading task, we only found two significant main effects on F1: vowel and stress (both p <.001). The
results indicate that in both L1 and L2 speech, the five vowels had different degree of openness and that stressed vowels were more
open than unstressed ones. By contrast, in the text-reading task, there was a significant interaction of Stress x Speaker x Vowel (p =
.012). Briefly, the L2 speakers produced stressed /e, i, o/ more openly than unstressed ones, while the L1 speakers did so with /a, o/.
These results indicate that stress influenced the mouth aperture of Spanish vowels, and its impact varied across speakers (L1 vs. L2)
and speech type (isolated words vs. running speech).

F2 (tongue position). The analysis of F2 revealed a significant interaction of Vowel x Speaker in both word-reading (p = .04)
and text-reading (p <.001) tasks. However, stress was not significant in either task. Post-hoc results showed that when reading isolated
words, L2 speakers produced /u/ with significantly higher F2 than L1 speakers (»p = .006); while when reading text, L2 speakers
showed near significantly lower F2 values for /o/ than L1 speakers (p = .052). In short, stress did not significantly affect the tongue
position in either L1 or L2 speech but the two groups of speakers realized specific vowels with different tongue positions.

IV. DISCUSSION AND CONCLUSION

This study compared the production of Spanish lexical stress by Mandarin- and Spanish- speakers in isolated words and running
speech. The results showed that although with advanced proficiency and intense exposure to the target language, L2 learners still
performed differently from native speakers. Regarding RQ1, our results confirmed that although Mandarin speakers could clearly
distinguish stressed from unstressed vowels using various acoustic features, they seemed to rely more on the pitch to make stress
contrasts compared to L1 speakers. As for RQ2, our results showed that lexical stress influenced vowel quality differently in L1 and
L2 speech, especially in running speech. The main difference lay in the mouth aperture, with stressed vowels being more open. In
addition, even for advanced learners, their vowel quality was still different from that of the native speakers. All in all, our findings
provided new evidence for the phonetic approach [2] on L2 lexical stress production: Even proficient L2 learners still transferred the
prosodic features from L1 to L2 in speech production (e.g., prefer pitch more than duration in stress contrast). In teaching practice, at
least /o, u/ should receive more attention as even advanced learners still showed different backness of the two vowels compared to
native speakers.
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I INTRODUCTION

For second language learners, achieving intelligible pronunciation is important in order to be able to communicate. Research has
shown that pronunciation instruction can support second language learners in developing their pronunciation [eg 1; 2]. However,
many teachers find pronunciation instruction difficult, and this is also true for teachers of Swedish for immigrants (SFI). SF1 is a
language programme for adult second language learners of Swedish [3]. SFI students are a heterogeneous group of learners in terms
of previous education. The aim of the study presented here is to explore how SFI teachers who teach students with very short
previous education describe their pronunciation instruction, and specifically how they describe connections between pronunciation
instruction and basic literacy teaching. The research questions are:

e Which views do the teachers express concerning the importance of pronunciation instruction?

e Which views do they express concerning the content of pronunciation instruction?

e Which views do the teachers express concerning connections between pronunciation instruction and basic literacy teaching?

A. Theoretical framework

In this study the view on language and second language development starts out from a combination of theoretical perspectives.
On the one hand, from a sociocultural perspective on second language development, language is understood as communication
and meaning making [4] . On the other hand, language is also understood as form, phonetic and phonematic aspects, which are
necessary for the production of intelligible spoken language. In addition, the understanding of connections between spoken
language and literacy are in this study seen from a social practices perspective based in the research field New Literacy Studies
[5]. From this perspective it is underlined that the development of literacy is integrated and interconnected with the development
of spoken language.

B. Methodology
The study was performed as part of a larger action research project, including four SFI schools, and the aim of the project was
to explore and develop basic literacy education in SFI. For the present study, five teachers who teach at one SFI school
participated in individual qualitative interviews and focus group interviews. For the analysis of the interviews, qualitative content
analysis was used [6]. The analysis was also inspired by a social constructivist perspective which sees the teachers’ expressed
views on pronunciation instruction as connected to a specific context and thereby constructed in relation to norms and
understandings which dominate a specific society as a certain point of time [7].

II. PRELIMINARY RESULTS

Preliminary results show that the teachers describe pronunciation instruction as important. In terms of the content of their
pronunciation instruction, they mainly stress prosodic aspects as important. In relation to connections between pronunciation
instruction and basic literacy teaching, they underline the need of starting out from spoken language, and to avoid mixing
exercises where students need to read texts and practice pronunciation. They express that because the students still need to
practice reading on a basic level, it is too difficult to use written material as a starting point for practicing pronunciation. The
teachers say that if they avoid written language and instead start out from spoken language in their teaching, the students can
easier learn to produce correct consonant and vowel reductions and omissions. One of the teachers also states that separating
spoken language from written language in pronunciation exercises has supported her students in developing metalinguistic
awareness, such as the difference between verbs in present tense (l4ser, reads) and infinite form (att lsa, to read).

I11. CONCLUSION

One of the conclusions drawn from the study is that there is need of more research on and development of effective teaching
practices for pronunciation instruction for adult second language learners with short previous education.
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and three groups of L2 speakers of Mandarin Chinese

Chiu-ching Tseng' and Rina Yamileth Tseng?
! Department of English Language, Literature, and Linguistics, Providence University, Taiwan
2 Spanish and Portuguese Department, Georgetonw University, USA

Keywords — Voice Onset Time (VOT), lexical tone, L1 influence, L2 Mandarin, Interlanguage

I. INTRODUCTION

This study focuses on the effect of lexical tone on Voice Onset Time (VOT) in Mandarin speakers from four different L1
backgrounds. It surveys VOT variations between L1 and L2 speakers and demonstrates that not only VOT was affected by lexical
tone across all language groups, their VOT values were also significantly different between groups. While previous studies reported
different results for the tone effect on VOT in L1 Mandarin, particularly between the tone2 and tone3 pair and the tonel and tone4
pair of Chinese Mandarin [1] [2] [3] [4] [5] [6] [7] [8][9] [10], this study finds consistent tone effects where VOTs in tone2 and tone3
were significantly longer than those in tonel and tone4. Moreover, although it has been suggested that VOT varies because of different
lexical tones, a question remains as to whether L2 Mandarin from different language backgrounds also exhibits the same effect.
Exploring this can potentially shed light on whether tone effect on VOT is a language specific or universal phenomenon. In particular,
we ask whether L2 speakers who feature different native VOT values, such as Spanish (unaspirated) [ 11], Japanese (weakly-aspirated)
[12], and English (aspirated) [13] [14] would show the same, similar, or different tone effect patterns in comparison to Mandarin
(highly-aspirated) [2].

The experiments elicited stop-initial words produced with one open-unrounded vowel, three places of articulation (POA), four
lexical tones, three different speech rates, and three utterance positions for both L1 and L2 speakers. A series of linear mixed-effects
regression models were employed to model the effects of the properties mentioned on VOT duration [15] [16]. We wanted to explore
whether or not the mentioned factors affect VOT in native and in non-native speech universally or language-specifically.

Testing 164 participants (68 Taiwanese, 34 Spanish, 40 Japanese, and 22 English speakers of Mandarin), the results reveal that
when other factors were kept constant, tone indeed influenced VOT where tone2 and tone3 had significantly longer VOT values than
those in tonel and tone4 in all four groups (figure 1). Our findings suggest that the higher the onset tone pitch of a lexical tone, the
shorter the VOT. POA and the speech rate were also found to be highly significant factors. The results also disclose that all non-native
groups showed the same effects regardless of their L1. This finding suggests that the tone effect on VOT in Mandarin is a universal
tendency due to the physiology of the vocal tract rather than due to language-specific phonology. However, we also found that the
Spanish and Japanese groups showed extended VOT values, which were not from their native VOTs; nonetheless, their Mandarin
VOTs were still significantly shorter than the native Mandarin speakers. This may due to the deficient learning of the aspiration. Thus,
the significant VOT differences between groups indicate some degree of L1 influence, which suggests that L2 VOT delay is probably
mediated by language-specific phonological grammar [17].

This study provides empirical evidence that an acoustic property, such as VOT, is not an isolated phenomenon but is involved
with other complex phonological categories such as lexical tone. It discusses how the effects operate within phonetic and phonological
theories. Additionally, it compares Mandarin learners’ L1 and L2 VOT directly by conducting a VOT baseline test to offer more
comparative VOT values from the same L2 groups, in some regards (figure 2). This cross-linguistic survey offers insight for L2
performance variations regarding phonetics, which may provide Mandarin instructors with multi-dimensional comparisons and
confirmation of the interlanguage process as relevant to Second Language Acquisition [18]. The observed phenomena may aid L2
classrooms insights into Mandarin accent variations for L2 English, Japanese, and Spanish learners of Mandarin.
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DAY 1: Wednesday, September 14, 2022

Registration 8:00
Opening ceremony 9:00
Keynote lecture 1 MAJOR HALL (Piratensalen) | 9:30
Prof. Sonia Frota

Developing prosody in typical and atypical langnage acquisition

Coffee break FOYER (Piratenfoajén) | 10:30
Oral session O1A HALL A (Sten Broman) Oral session O1B HALL B (Lukas Sal)

Kirsty McDougall, Nikolas Pautz, Francis Nolan, Izabelle Grenon, Chris Sheppard and John 11:00
Katrin Miller-Johnson, Harriet Smith and Alice Archibald

Paver Learning Sounds through Unconscions Associations

The role of reflection and retention intervals on earwitness

performance in voice parades

Nikita Suthar and Peter French Sabine Gosselke Berthelsen and Mikael Roll 11:30
Role of Within Vowel Formants in Forensic Speaker Prosody training aids second langnage processing

Comparison: A Study Based on Vowels in Marwari as

Spoken in Bikaner

Ben Gibb-Reid, Paul Foulkes and Vincent Hughes | Xiaodan Zhang and Joaquin Romero 12:00
And it’s just like: The disconrse-pragmatic and phonetic Explicit Rules or Implicit Imitation: a Comparative

variation of just with applications to forensic voice comparison | Study on the Approaches of Teaching English Prosody

Lunch HOTEL RESTAURANT | 12:30
Oral session O2A HALL A (Sten Broman) Oral session O2B HALL B (Lukas Sal)

Noriko Yamane, Kunyang Sun, Jeremy Perkins and | Robert Squizzero 14:00
Ian Wilson The role of dialectology in 1.2 vowel acquisition; evidence
Pretest-posttest production and perception results of from Mandarin Chinese

ultrasound pronunciation training

Anton Malmi, Pirtel Lippus and Einar Meister Naoko Kinoshita and Chris Sheppard 14:30
Abrticulatory and temporal properties of Estonian Rapid Adaptation to NNS Japanese Pronunciation
palatalization by Russian L1 speakers

Alicia Janz, Simon Wehtle, Simona Sbranna and Katja Haapanen, Antti Saloranta, Kimmo U 15:00
Martine Grice Peltola, Henna Tamminen and Maija S Peltola

The lexical and intonational 1ealization of backchannels is | Revitalization and appreciation of local langnages and

less constrained in spontaneous than task-based conversation | phonetic training of English in Namibia

Poster session P1 with coffee FOYER (Piratenfoajén) | 15:30
Keynote lecture 2 MAJOR HALL (Piratensalen) | 17:00
Prof. Paul Foulkes

Forensic speech science needs forensic phoneticians

Reception GRAND HOTEL | 18:30
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Keynote lecture 3 MAJOR HALL (Piratensalen) |  9:00
Prof. Viveka Lyberg Ahlander
Speaker’s comfort or listening effort? — On the interaction of the speaker, the classroom’s sound environment and the
students’ learning
Coffee break FOYER FOYER (Piratenfoajén) | 10:00
Oral session O3A HALL A (Sten Broman) | Oral session O3B HALL B (Lukas Sal)
Mehmet Yavas Asa Abelin and Elisabeth Zetterholm 10:30
#sC clusters in Spanish-English bilingual children with | Intelligibility of Swedish foreign accented words
phonological disorders
Katsuya Yokomoto, Aki Tsunemoto and Yui Heini Kallio, Mikko Kuronen and Liisa Koivusalo 11:00
Suzukida The role of pause location in perceived fluency and proficiency
Listening comprebension of World English pronunciation: | in 1.2 Finnish
How effective are awareness-raising activities?
Michael Ashby and Patricia Ashby Trisha Thomas, Gerard Llorach, Clara Martin and 11:30
Practical phonetics in the 21st century Sendy Caffarra

Does accented speech affect attention and information

retention?
Lunch HOTEL RESTAURANT | 12:00
Oral session O4A HALL A (Sten Broman) | Oral session O4B HALL B (Lukas Sal)
Lauren Harrington Joaquin Romero 13:30
A forensic-phonetic analysis of automatic speech Ceiling effects and the limitations of intelligibility and
transcription errors accentedness ratings for advanced 1.2 English learners
Julio Cesar Cavalcanti, Anders Eriksson and Rebeka Campos-Astorkiza 14:00
Plinio A. Barbosa Gradience and 1.2 1 earning of new phonetic categories vs.
Assessing the speaker discriminatory power asymmetry of | recategorization: 1.2 Spanish stops
different acoustic-phonetic parameters
Sascha Schifer and Paul Foulkes Pekka Lintunen and Hanna Kivist de Souza 14:30
Individual 1 vice Recognition Skills in Lay Speaker EFL learners’ L2 pronunciation noticing skills in an
Ldentification Tasks instructed learning context
Poster session P2 with coffee FOYER (Piratenfoajén) | 15:00
Keynote lecture 4 MAJOR HALL (Piratensalen) | 16:15
Assoc. Prof. Talia Isaacs
Revisiting second langnage pronunciation teaching and assessment: Constructs, compatibilities, contradictions, cross-
fertilization
General discussion MAJOR HALL (Piratensalen) | 17:15
Conference dinner GRAND HOTEL | 18:30
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Day 3: Friday, September 16, 2022

Workshops

Workshop 1 (part 1) MAJOR HALL (Piratensalen) | 10:00
Prof. Yi Xu

Computational tools for studying speech prosody

Coffee break FOYER (Piratenfoajén) | 11:00
Workshop 1: Prof. Yi Xu (part 2) MAJOR HALL (Piratensalen) | 11:30
Lunch HOTEL RESTAURANT | 12:30
Workshop 2 (part 1) MAJOR HALL (Piratensalen) | 14:00

Prof. Jacques Koreman
Creating pronunciation training content for your language of interest — A hands-on workshop

Coffee break FOYER (Piratenfoajén) | 15:00
Workshop 2: Prof. Jacques Koreman (part 2) MAJOR HALL (Piratensalen) | 15:30
Closing ceremony / Business meeting MAJOR HALL (Piratensalen) | 16:30

Poster session P1:

Atsushi Fujimori, Noriko Yamane, Brian Teaman and Ikuyo Kaneko
Short-term intervention effects on the development of pausing in read speech

Simon Gonzalez
A comprebensive web application for research on vocalic differences in World Englishes (Native and Accented)

Kornélia Juhasz and Huba Bartos
The interplay of tone and intonation: f0 contours produced by Hungarian learners of Mandarin

Katrin Leppik, Cristian Tejedor Garcia, Eva Liina Asu and Pirtel Lippus
Improving Spanish L1 learners’ perception and production of Estonian vowels with the CAPT tool Estonol: a pilot study

Peng Li and Xiaotong Xi
Spanish lexical stress produced by proficient Madarin learners of Spanish

Poster session P2:

Andrea Deme and Kornélia Juhasz
Transition or insertion? Acoustic analysis of the vocalic section of Mandarin xia in the production of Hungarian learners of Chinese

Valéria Krepsz and Anna Huszar
Acoustical cues as boundary markers in a lefi-headed langnage

Daniel Lee
Rbythm structure in Thai and Indian Englishes

Annika Norlund Shaswar and Christina S6rvig
Pronunciation instruction in Swedish for immigrants

Chiu-Ching Tseng
A comparison of lexical tone effect on VOT in L1 and three groups of L2 speakers of Chinese Mandarin
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